
PhD-course on Iterative Methods for Linear Systems of
Equations

Practical assignments day 2

In this assignment we will investigate the superlinear convergence of CG.

Assignment

• Implement the CG algorithm. Start with x0 = 0. Your algorithm should
be called as follows:

[x res] = cg( A, b, m iter, eps ); .
The input parameters are:

– A: the system matrix,

– b: the right-hand side,

– m iter: maximum number of iterations,

– eps: error tolerance.

The output parameters are:

– x: Iterative solution,

– res: residual norm ‖rk‖ in every iteration,

• Define a sparse diagonal matrix A and right-hand-side vector b of dimen-
sion 1000
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Use the system Ax = b to check if your CG code is correct. Plot the resid-
ual norm as function of the iteration number. Determine the rate of con-
vergence (reduction of the residual norm per iteration) around the 30th
iteration. How does this compare to the theoretical rate of convergence?
What is the condition number of A?



• Define the sparse diagonal matrix A
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Solve the new system Ax = b. Plot the residual norm as function of the
iteration number, and determine the rate of convergence around the 30th
iteration. How does this compare to the theoretical rate of convergence?
What is the condition number of A? Explain the difference with the pre-
vious assignment.

• Extend your code with the possibility to compute the Ritz values. De-
termine for the previous example the convergence to the eigenvalue 1.
Use this information to explain the superlinear CG convergence of the
previous example.


