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ABSTRACT
Multi Agent Systems (MAS) provide a useful paradigm for accessing distributed resources in an autonomic and self-directed manner. Resources, such as web services, are increasingly becoming available in large distributed environments. Currently, numerous multi agent systems are available. However, for the multi agent paradigm to become a genuine mainstream success certain key features need to be addressed: the foremost being security. While security has been a focus of the MAS community, configuring and managing such multi agent systems typically remains non-trivial. Well defined and easily configurable security policies address this issue. A security architecture that is both flexible and featureful is prerequisite for a MAS.

A novel security policy enforcement system for multi agent middleware systems is introduced. The system facilitates a set of good default configurations but also allows extensive scope for users to develop customised policies to suit their individual needs. An agent middleware, AgentScape, is used to illustrate the system.

Categories and Subject Descriptors
C.2.4 [Computer Systems Organization]: Computer-Communication Networks—Distributed Systems

Keywords
Multi Agent Systems, Security Policies, AgentScape

1. INTRODUCTION
Distributed multi agent systems provide a powerful paradigm for building large scale distributed middleware systems [11, 12]. Features such as mobility, autonomy and adaptivity make these systems attractive, particularly in highly dynamic environments such as e-government, e-health and e-commerce applications. However, mobility and autonomy also provide new challenges, especially if security is of key concern.

The security challenges in multi-agent systems are numerous: agent middleware platforms need to be protected from malicious agents. Such agents might steal sensitive information or use resources without paying for them. Agents also need to be protected from malicious hosts [18, 3, 16]. This is especially challenging as in essence the environment is not under the control of the agent owner and can, thus, not be trusted. Untrusted hosts can view and alter the state of the agent, or even delete the agent altogether.

These challenges have been recognised in the multi agent systems community and have been previously addressed in two areas. Firstly, they have been addressed through the development of agent systems that are especially tailored for security, such as SeMoA [17] and Mansion [22]. Secondly, dedicated extensions to general purpose agent middleware systems have been created, such as the SAgent framework [7] for JADE [2], and in mobile agent application systems, such as Ajanta [10]. While these systems provide the ability to enforce security policies for agents, defining, configuring and auditing these policies is not straightforward. This paper describes a security architecture that addresses some of the issues found in existing solutions.

Security policies allow users of agent systems to easily manage the security features of the multi agent system of their choice. Developers of agent systems have the opportunity to ship a number of security policies with their software. For example, a good default policy is one that will not prevent users from performing vital tasks, but will protect against some of the most common security issues. Another example is a ‘high security’ policy that should be used in security critical environments. Such policies would be much more restrictive. The multi agent middleware system, AgentScape [9], is used to illustrate the security policy framework.

The remainder of this paper is organised as follows: the following section gives some general background on the AgentScape middleware. The security threats that are common to all agent middlewares are described in Section 3. Section 4 discusses the security architecture. The paper concludes with a discussion.

2. BACKGROUND
AgentScape is an agent platform that provides the middleware infrastructure needed to support mobility, security, fault tolerance, distributed resource and service management, and services access, to agent applications. The multi-
level AgentScape middleware infrastructure [14] has been designed to be extensible.

2.1 Agents
Intelligent software agents are mobile applications that are launched by a user or another agent and obtain rights and permissions to use resources and access data. Agents have the ability to be created; to migrate between hosts; to communicate with other agents and their owner, and to access resources and services.

Example 1
A simple example of an agent application is an application that seeks specific products for the agent’s owner on the Internet. The agent migrates to different websites that the owner uses and determines the best price for the specific product. Then the agent relates this price and the details to the agent’s owner. △

2.2 AgentScape
Within AgentScape, agents are active entities that reside within locations, and services are third-party software systems accessed by agents hosted by the AgentScape middleware (see Figure 1). Agents in AgentScape can communicate with other agents and can access services. This communication is exclusively managed by the middleware. Agents can also migrate from one location to another. Locations are made up of one or more hosts. AgentScape

![Figure 1: Conceptual model showing two AgentScape locations, each consisting of a number of hosts.](image)

has been designed as a multi-layered architecture with (1) a small middleware kernel, called the AgentScape Operating System (AOS) kernel [21], that implements basic mechanisms and (2) high-level middleware services that implement agent platform specific functionality and policies (see Figure 2). The current set of middleware services includes agent servers, host managers, location managers, a lookup service and a web service gateway. The policies and mechanisms of the location and host manager infrastructure are based on negotiation and service level agreements [13]. AgentScape

![Figure 2: An AgentScape host operating as a location manager.](image)

provide agent access to the AgentScape middleware. Multiple code base support in AgentScape is managed through the provision of multiple agent servers, at least one per code base. All interactions between agents and locations/hosts are managed by Agent servers.

3. THREATS IN AGENT MIDDLEWARE
Securing agent middleware systems entails first identifying the security threats that these systems face. There are a number of basic threats with agents executing on remote hosts. These threats can be placed into two categories: (i) Malicious Hosts and (ii) Malicious Agents.

3.1 Malicious Hosts
Malicious hosts intentionally attack agents that are executing on the host, or possibly on other hosts. There are a number of attack types, ranging from denial of service attacks to data stealing or injection attacks. Hosts are assumed to have complete control over their own systems. The most straightforward solution is for agents to migrate to hosts that they ‘trust’ not to be malicious. Another approach uses trusted hardware to verify the actions of the host are not malicious. Finally, security protocols, either using a trusted third party [1], or a threshold scheme [20, 23] can be used to address the malicious host problem. This problem is not addressed further in this paper.

3.2 Malicious Agents
Malicious agents attempt to gain access to resources on a host that they are not authorised to use. Such access includes attempts to access private data or additional computational resources that have not been negotiated.

Securing hosts from malicious agents entails monitoring every action that the agent attempts on the host. Whenever an agent makes a call to the middleware API, it is first mediated upon by a security manager. The security manager checks the system policy to determine if an action, such as migration and resource access, should be allowed or denied. For example, a host could decide that it is not willing to allow an agent to migrate anywhere except directly back to the owner’s host, or, perhaps, to another host that has been properly authenticated to the current host. This is known as the home based approach [22]. However, the future migration to ‘untrusted’ hosts cannot be guaranteed in this manner.

In Java [6], one of the primary solutions towards securing mobile code is to execute any remote code in a protection domain or sandbox. A sandbox limits the set of operations that the remote code may call. Sandboxing typically encompasses network access as well as accessing the local filesystem. Applications that need access to these restricted functions have to use other approaches. The sandboxing technique is not exclusive to Java—other platforms [21] also use sandboxing.

3.3 Related Work
Several multi-agent systems have identified security as a concern, and have developed strategies towards addressing security threats. The Java Agent Development Platform (JADE) [2] is a popular FIPA-compliant agent middleware
platform. There are a number of extensions to JADE that provide a security architecture to the system, in particular S-Agent [7] and the JADE-S plugin [15].

Secure Mobile Agents (SeMoA) [17] is an extensible Agent platform, written in Java, designed to counter certain protocol attacks and malicious agents. SeMoA has a RBAC-based access control architecture. The Cougaar Multi Agent System [8] is designed to address scalability, reliability and survivability. Cougaar does not have an explicit access control mechanism, but does support role based authentication.

Each of these systems provides centralised access control. In contrast, in the following section, a security architecture is presented that addresses the security requirements of a mobile execution environment in a distributed manner. This architecture has a particular emphasis on design, configuration and management of security policies for an agent middleware.

4. SECURITY IN AGENTSCAPE

This section outlines a comprehensive solution to the malicious agent threat in an agent middleware system, AgentScape. Agent communication is described in Section 4.2. Section 4.3 then outlines how creation of agents and migration between hosts and resource and service access is managed.

In AgentScape, a Public Key Infrastructure (PKI) is installed. Agent owners, locations and hosts have public key pairs. This ensures that locations and hosts can mutually authenticate and set up secure communication channels, using SSL. The agent environment also provides that every agent has a globally unique identifier (GUID). This GUID is an identifying reference used by the middleware to address the agent and perform operations on it, such as deliver messages, stop and/or pause, migrate or even kill and/or remove the agent.

The GUID is private to the middleware. Thus, the GUID cannot be used to publicly address the agents and to allow agents to send messages to each other. This is achieved by introduction of additional references for agents called handles. An agent can have as many handles as it requires. Handles are generated by computing the secure hash (for example, SHA-256) of the GUID concatenated with a counter. Handles can be published publicly, making access to the agents possible. For example, by publishing the handle in a lookup service or by communicating the handle directly to other agents.

4.1 Identity Management

Identity management in the context of agent based systems requires that agents are somehow ‘bound’ to their owner. An agent consists of meta-data, (executable) code and data (that the agent has ‘found’ on a particular host). The meta-data of the agent contains, at least the following: the GUID of the agent, the name of the agent owner and a signed (by the owner) hash of the agent code. The signature ensures that agent and owner are bound to each other.

When an agent is injected, the agent platform checks if the agent code is indeed signed. If the verification is successful the agent obtains a GUID and an owner handle is returned to the agent owner. Assuming the owner keeps this handle secret, it can be used to communicate between agent and owner. Next, the injected agent is started by the agent platform. If the agent misbehaves in some way, the owner can be contacted and be held responsible for the agent’s actions.

4.2 Communication Security

AgentScape currently supports SSL-based communication between hosts and/or locations. This provides the basis for hosts/locations to authenticate each other. Furthermore, all messages transmitted between hosts/locations, including migration of agents, are encrypted to ensure confidentiality. The PKI is used to link host/location identities in an organised manner.

Integrity support is also currently provided by AgentScape. This is implemented through the use of cryptographic primitives to create a digitally signed checksum of data transmitted between AgentScape hosts/locations.

4.3 Access Control in AgentScape

Once the basic security features, such as authentication and identity management mechanisms, are in place, the next requirement is an authorisation mechanism. There are a number of principals involved in AgentScape, such as location and world administrators, resources and their administrators, and agents and their owners. There are also a number of basic actions that agents use to achieve their goals. This is a structure that can be readily managed using a Role Based Access Control (RBAC) [19, 24] mechanism.

RBAC is an access control architecture that models roles, users and permissions. RBAC is designed to reflect real-world relations between users and permissions. Roles define the logical tasks that users can perform. Users become members of roles and roles are assigned permissions.

Example 2

Defining roles, users and permissions can be straightforward. In this simple example, a number of permissions are defined and assigned to roles. Users are then associated with these roles. Table 1 shows some example Role, Permission pairs. In this case, each role has a number of permissions. These permissions reflect the capabilities of the role.

<table>
<thead>
<tr>
<th>Role</th>
<th>Permission</th>
</tr>
</thead>
<tbody>
<tr>
<td>BasicAgent</td>
<td>Migrate, Execute</td>
</tr>
<tr>
<td>TrustedAgent</td>
<td>Migrate, Execute, AccessRes</td>
</tr>
<tr>
<td>AgentOwner</td>
<td>Inject, GetResult</td>
</tr>
<tr>
<td>ResAdmin</td>
<td>AccessRes, ChangePerms, GetLogs</td>
</tr>
</tbody>
</table>

Table 1: RBAC Example Role Permission Table

<table>
<thead>
<tr>
<th>Role</th>
<th>User</th>
</tr>
</thead>
<tbody>
<tr>
<td>BasicAgent</td>
<td>SimpleAgent1, SimpleAgent2</td>
</tr>
<tr>
<td>TrustedAgent</td>
<td>Claire/TradingAgent, DaveStockAgent</td>
</tr>
<tr>
<td>DatabaseAccess</td>
<td>Alice, Claire</td>
</tr>
<tr>
<td>ResAdmin</td>
<td>Trent, Steve</td>
</tr>
</tbody>
</table>

Table 2: RBAC Example Role User Table

Extending this example, Table 2 represents a set of users who have been assigned to the roles shown in Table 1. These
users are shown as textual names, but are represented by a unique identifier in an AgentScape RBAC policy.

Agent owners form the base of the trust mechanism. Owners are ultimately responsible for the actions of their agents. Therefore, by default, agents hold the permissions granted to their owners. As access to important resources must be specifically controlled, agent owners that wish to access such resources must be explicitly specified in the RBAC policy. Developing an RBAC system in AgentScape entails determining the permissions that will be supported. The RBAC system can be dynamically updated, that is, roles can be changed, users can be added or removed from roles and permissions can be assigned and removed from roles. However, as the enforcement mechanism is built into the AgentScape Security Manager (see Figure 3), security relevant actions are defined by the middleware, and the permissions reflect these actions. Managing these policies is the responsibility of the administrator of each location and/or host.

Whenever an agent attempts to perform a security relevant action, the Security Manager checks that the agent is authorised to perform the action. This is a two step process. First, the Security Manager determines the GUID of the agent and determines the role, or roles, that the GUID is a member of. Second, the Security Manager determines if any of these roles is authorised to perform the requested action.

A selection of the basic security relevant actions is shown in Table 3. This is not the complete set of actions, but are the actions that are most commonly used when writing security policies for locations.

<table>
<thead>
<tr>
<th>Action</th>
<th>Principal</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Migrate</td>
<td>Agent</td>
<td>Migrate from one Location to another.</td>
</tr>
<tr>
<td>Inject</td>
<td>Owner</td>
<td>Launch an Agent in a Location.</td>
</tr>
<tr>
<td>AccessRes</td>
<td>Agent</td>
<td>Access a resource provided by a location.</td>
</tr>
<tr>
<td>Negotiate</td>
<td>Agent</td>
<td>Negotiate access to a remote location.</td>
</tr>
<tr>
<td>Lookup</td>
<td>Agent</td>
<td>Access yellow or white pages lookup service.</td>
</tr>
<tr>
<td>SendMsg</td>
<td>Location/Agent</td>
<td>Send a message to a remote location.</td>
</tr>
<tr>
<td>RecvMsg</td>
<td>Location/Agent</td>
<td>Receive a message from a remote location.</td>
</tr>
</tbody>
</table>

Table 3: Common Security Relevant Actions

The security relevant actions shown in Table 3 represent the basic set of actions that are found in AgentScape and reflect the abilities of agents as outlined in Section 2. These actions are extended with parameters. These parameters are used to further refine the granularity of permissions. For example, negotiation can be restricted to specific types of resources. Parameters are defined in parentheses. A specific parameter, '*', is supported to allow all types of an action to be permitted by a role. This is utilised to avoid having to explicitly specify every type of resource and every location when wishing to grant access to them. Permissions are positive, that is, if permission to access a resource is not explicitly granted, access to it is denied.

Each location and host can have its own RBAC policy. Determining the agent owners and other hosts/locations to trust is a task for each AgentScape host and location administrator. A location administrator defines a set of roles and assigns trusted principals to these roles and assigns permissions to those roles for that location. Hosts can similarly have different restrictions to the locations. Both policies are enforced together; actions are only permitted when both policies agree.

In most cases, locations and hosts typically utilise generic policies for all agents. That is, most locations and hosts are not expected to specifically restrict access to resources, unless these resources are particularly important. For example, most hosts will allow all agents access to CPU and memory resources, but access to special databases will be more carefully controlled.

Example 3
Consider the Role/Permission table shown in Table 4. In

<table>
<thead>
<tr>
<th>Role</th>
<th>Permission</th>
</tr>
</thead>
<tbody>
<tr>
<td>BasicAgent</td>
<td>Migrate(*), Execute, AccessRes(CPU,Memory)</td>
</tr>
<tr>
<td>TrustedAgent</td>
<td>Migrate(*), Execute, AccessRes(CPU,Memory,PriceDB)</td>
</tr>
</tbody>
</table>

Table 4: Database Resource Role-Permission Table

In this table, normal (BasicAgent) agents are allowed to execute and access CPU and Memory resources. Trusted agents, that is, agents who are in the role TrustedAgent, are authorised to access the price database.

Parameterisation of permissions allows more fine-grained access to system resources to be defined. This can be utilised to define policies such as defining the locations that agents may migrate to from this location.

4.4 Accessing AgentScape Locations
When a principal wishes to inject an agent into an AgentScape location, the principal first contacts the location and they perform two-way authentication. Once authenticated, a location will accept agents injected into that location by a specific principal if, and only if, the principal is authorised to perform injections.

Once an agent is injected into a location, the location assigns a GUID to the agent instance. This GUID is also automatically entered as a new user into the Role-User table and

Figure 3: AgentScape Security Manager.
assigned to, at most, the same roles as the owner. Owner roles are defined by each location individually. Typically, a default role is used for unknown agents and owners. This allows the efficient lookup of permissions, without requiring a separate lookup when performing security mediations. In order to manage the growth of the Role-User table, when an agent successfully migrates to another location, or completes its task, the entry is removed from the table. If owners are removed from a role, any agent belonging to that owner are also removed.

The owner generates a public/private keypair and then creates and signs an X.509 certificate [4] for the agent, including the GUID, and specifies any access control restrictions that the owner may wish to place on the agent. These restrictions are codified in the form of additional attributes, as a X.509 attribute certificate [5]. For example, the owner may wish to restrict the agent from accessing certain databases that the owner may have permission to use. These attributes are used during negotiation and migration to determine the roles to place the agents. The private key is held by the agent owner and they use it to sign a hash of the agent code to allow agents to authenticate themselves with remote locations. This signed hash is stored in the meta-data of the agent.

Example 4
Example 1 outlines an agent based solution to purchasing items on the Internet. In this system, the owner is authorised to purchase items at a large number of websites – namely the websites with whom the owner has an account. However, when an owner dispatches an agent for a specific item, they may not wish the agent to access certain websites. Therefore, while the owner is authorised to access these websites, the agent must not migrate to these sites. △

Migration of an agent from one location to another uses a similar protocol to injection. First, the locations must perform mutual authentication. The agent will then authenticate itself with the target location. This is achieved by sending the certificate of the owner of the agent to the target location, along with a hash of the agent GUID (the handle) and a hash of the agent code. These are all signed by the owner using the agent’s private key created during injection. The target location can then verify the identity of the owner of the agent. The agent then negotiates for any resources on the target location that it will require. If this negotiation is successful, the target location’s Role-User table is updated with the GUID of the agent. The agent then migrates to the target location. Whenever an agent attempts to access a resource on a location, the agent middleware intercepts that request and ensures that the agent is authorised to access the resource and that access to the resource has been negotiated.

4.5 AgentScape Security Policies
While security can be a major concern for resource and location administrators, it is not always the case that these principals are either particularly interested, or trained to, define their own security policies. For this reason, it is advisable to define a set of ‘good default’ policies. Good default policies range from simple policies, used for systems where agents are executing in a well known environment, to more restrictive policies, where agents are executing in a more hostile environment.

While a simple system is common in small, well-understood environments, the provision of services on the web, with the associated access of these services by software agents demonstrates that such an environment cannot be assumed.

Example 5
In a hostile environment, locations are controlled by entities that are not always known by every principal. Agents are authenticated to their initial location as before, but the authorisation mechanism is now used to enforce location-specific restrictions. The security manager monitors usage of specified resources and ensures that all accesses are restricted by the negotiated limits. Any breaches of these limits are logged and execution of the agent responsible is immediately suspended.

In a hostile environment migration is only authorised between the original ‘home’ host–the host where injection of the agent took place–and remote hosts. Therefore, migration from one remote host to another forces the agent to first return to the home host. This is enforced to prevent malicious hosts attempting to inject or read data developed from a prior migration. For example, the result of a price check from a prior website should not be available when performing a price check at a competitor. △

Within a hostile environment, agents should not only be constrained to a minimal set of actions that each location and host provides, but also the actions that the owner of the agent allows the agent to perform on their behalf. These actions include the ability to negotiate, migrate, inject and access resources.

The security architecture for AgentScape outlined in this section provides a flexible means to define and manage agent access to specific functionality. Flexibility is provided in two areas: firstly, hosts and locations have the ability to control access to resources that they control. Secondly, owners can constrain their agents from performing actions that, while they are authorised by the locations and hosts, are not desirable to the owner.

5. CONCLUSIONS AND FUTURE WORK
A security policy management system for multi agent systems was introduced. This system is based on the analysis of security threats that apply to all agent middlewares. The system facilitates a set of good default configurations, but also allows extensive scope for users to develop customised policies to suit their individual needs. The agent middleware AgentScape has been extended to support these security features.

While several existing agent middlewares provide a security architecture, they do not encompass the flexibility and control that the solution outlined in this paper provides. For example, SeMoA and Cougaar approach security from the premise of reliability. While SeMoA does provide an access
control mechanism, it is a centralised system and does not allow individual hosts and locations to define their own policies. JADE-S allows decentralised access control policies. However, these policies are defined in an ad hoc manner, using trust management credentials. Trust management provides a decentralised approach to access control. Typically, credentials are held by the principals that are authorised by the credential and only produced when needed to prove access rights. Therefore, it is difficult to determine a priori the permissions associated with each principal. While trust management credentials are also utilised to some extent by AgentScape, these are used to inform the RBAC system and are more explicitly defined. In the solution presented in this paper permissions are stored in a distributed manner, yet the permissions are held by the resource administrators, not the users. The trust management credentials serve to limit existing permissions. Therefore, determining the permissions associated with principals is much more straightforward.
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