2-D stationary gas dynamics in a barred galaxy
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A code for solving the 2-D isothermal Euler equations of gas dynamics in a rotating disc is presented. The gravitational potential represents a weak bar and controls the flow. A damped Newton method solves the second-order upwind discretisation of the equations for a steady-state solution, using a consistent linearisation and a direct solver. Successive grid refinement, starting from a finite-volume grid with 8 by 8 cells, is applied to find solutions on subsequently finer meshes. On coarser meshes, a first-order spatial discretisation is used. The method obtains quadratic convergence once the solution approaches the steady state. The initial search is quick with the first-order scheme and slower with the second-order discretisation, up to 256 by 256 cells. Beyond, with 512 by 512 cells, the number of iterations becomes too large to be of practical use. Potential causes are discussed. The code can be applied as a tool for generating flow models if used on not too fine meshes.
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1. Introduction

Codes for simulating galactic hydrodynamics come roughly in two flavours. Finite-difference, finite-volume or finite-element codes solve the problem on a mesh, using an accurate discretisation of a set of equations, varying from the Euler equation of gas dynamics in a given gravitational potential to magneto-hydrodynamics, viscous flows with self gravity and heating and cooling mechanisms. Smoothed particle hydrodynamics methods (Lucy, 1977; Gingold and Monaghan, 1977) attempt to mimic the relevant physics by colliding particles or kernels. They are fairly easy to code and all kinds of seemingly realistic collision rules can be incorporated, but the statistical mechanics required to find the partial differential equations they represent, if any, is difficult or sometimes impossible. Both approaches require substantial compute power if large contrasts and different scales need to be handled. There are several public-domain codes for either approach.

In this paper, a 2-D finite-volume code is described, implemented in Matlab (2014) and available from Mulder (2015). The second-order upwind spatial discretisation of Mulder (1986) is taken. Following Occam’s razor, the number of parameters and the amount of physics is kept limited. The 2-D stationary isothermal Euler equations in a power-law potential with an ellipsoidal bar are solved. In the early 1980s, this could only be accomplished on relatively coarse grids and with an iterative method. Developments in hardware and numerical algorithm now allow for finer meshes, storage of the fully consistent linearisation of the second-order spatial discretisation for Newton’s method, and the use of a direct solver. The output of the code, a density and velocity distribution, can be used for the construction of fairly detailed galactic rotation curves, as done in for instance by Mulder and Liem (1986) or, more recently, by Rodriguez-Fernandez and Combes (2008) with a particle method that captures different physics but appears to lead to qualitatively similar spiral patterns. Matching the resulting rotation curves to the observed ones will provide constraints on the large-scale structure of the background gravitational potential.

Least-squares inversion for model parameters that describe the gravitational potential in terms of its radial decay and the strength of the bar as well as for the parameters that describe the effective properties of the gas, in particular the sound speed, might be feasible, although data quality, coverage and resolution as well as the limitations of a simplified physical model are likely to pose challenges. A more common approach is some type of manual inversion, in which models for a range of parameters are generated and compared to velocity and density data for a given galaxy by inspection (e.g. Sanders and Pannegurast, 1974; Combes and Gerin, 1985; Mulder and Liem, 1986; England, 1989; Athanassoula, 1992; Sempere et al., 1995; Lindblad and Kristen, 1996; Patsis et al., 1997; Athanassoula and Bureau, 1999; Fux, 1999; Lee et al., 1999; Weiner and Sellwood, 1999; Englmaier and Shlosman, 2000; Bissantz et al., 2003; Slyz et al., 2003; Lin et al., 2008; Rodriguez-Fernandez and Combes, 2008; Lin et al., 2013).

The next section reviews the method. The main difference with earlier work (Mulder, 1986) is the use of a consistent Jacobian for
the second-order upwind scheme and the use of a direct solver for the damped Newton method instead of an iterative multigrid approach with the intention to improve the code’s robustness. Section 3 shows one example of a solution obtained with the code. The results are discussed in Section 4.

2. Method

A simplified description of galactic hydrodynamics is offered by the isothermal Euler equation of gas dynamics in an external gravitational potential. Newton’s method can be applied to compute a stationary solution. In the 1-D case, a damped Newton method can be constructed for a fully implicit time-stepping scheme with a time step that increases when the residual, which measures the rate of change of the evolution equations, decreases (Mulder and van Leer, 1985). This approach attains quadratic convergence when a consistent Jacobian is applied and the solution approaches the steady state. In the 2-D case, an iterative solver may solve the large sparse system related to the fully implicit time-stepping scheme, which can be interpreted as a damped version of the Jacobian of the stationary set of discrete equations (Mulder, 1986). Progress in hardware and solvers allows for the use of direct solver instead. Whereas earlier, a second-order discretisation of the Euler equations was solved with an iterative method for a first-order discretisation, similar to defect correction (Stetter, 1978) and approximate Newton methods, the present code employs a consistent Jacobian of the second-order discretisation. The code is implemented in Matlab (2014), despite its inherently meagre performance. Since about half the compute time is spent in a library call to the solver (Davis, 2004), this is not a major drawback. The governing equations and their discretisation are the same as in an earlier paper (Mulder, 1986). The gravitational potential corresponds to a power-law gravitational density distribution with an ellipsoidal bar (Mulder and Hooimeyer, 1984).

Details will be given next. Starting from the 3-D case and solutions for the axisymmetric case, without the ellipsoidal bar, the equations for the 2-D stationary problem will be given. This is followed by some implementation details, a description of the code and a list of user parameters.

Governing equations

The 3-D isothermal Euler equations – before simplifying to 2D – in cylindrical coordinates and in a rotating frame are

\[
\frac{\partial \mathbf{w}}{\partial t} = \mathbf{r}(\mathbf{w}) = \mathbf{s} - \frac{\partial f}{\partial R} - \frac{\partial g}{\partial \phi} - \frac{\partial h}{\partial z},
\]

where

\[
\begin{align*}
\mathbf{w} &= R \rho \left( \begin{array}{c} u \\ v \\ w \end{array} \right), \\
\mathbf{f} &= \rho u w + R \left( \begin{array}{c} \rho c^2 \\ 0 \\ 0 \end{array} \right), \\
\mathbf{g} &= u \mathbf{w} + \left( \begin{array}{c} 0 \\ 0 \\ \rho c^2 \end{array} \right), \\
\mathbf{h} &= w \mathbf{w} + R \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right), \\
\mathbf{s} &= \rho \left( \begin{array}{c} -R \frac{\partial V}{\partial R} + c^2 + (v + \omega R)^2 \\ -R \frac{\partial V}{\partial \phi} - u(v + 2\omega R) \\ -R \frac{\partial V}{\partial z} \end{array} \right),
\end{align*}
\]

The dependent variables are the density \( \rho \), radial velocity \( u \) and angular velocity \( v \) in a co-rotating frame with angular velocity \( \omega \) around the \( z \)-axis. They depend on the radial distance \( R \), angle \( \phi \) and height \( z \), and also on time \( t \) until the solution has reached stationarity. The pressure \( p = \rho c^2 \), where the sound speed \( c \) is constant in the isothermal case.

External gravitational field

The background density responsible for the gravitational field is \( \rho_b = \rho_k \rho_0 R^2 \), where \( m^2 = (x/a)^2 + (y/b)^2 + (z/c)^2 \), with \( c < b < a = 1 \). This can be expressed in spherical harmonics as \( \rho_b(r, \theta, \phi) = \rho_k \rho_0 R^2 \sum_{n,m} a_{nm} P_n^m(\mu) \cos(m\phi), \mu = \cos(\theta), n \) and \( m \) even, \( n \geq m \). The gravitational potential \( V \) obeys \( \Delta V = 4\pi G \rho_b \) and becomes

\[
V = (4\pi G \rho_b(0)) R^2 \sum_{n=0}^{\infty} \sum_{m=0}^{n} c_{n,m}(R) P_n^m(\mu) \cos(m\phi),
\]

with \( r = \sqrt{R^2 + z^2} \), \( \mu = z/r \), \( n \) and \( m \) even, and \( P_n^m(\mu) \) associated Legendre polynomials. Details are given in Mulder and Hooimeyer (1984). The code uses an approximation with terms up to \( n = 4 \) and \( m = 2 \), which should suffice for weak bars.

Axisymmetric case

One solution is \( u = 0, w = 0 \),

\[
\rho_b(R, z) = \rho_0(R) e^{V(R, z)/c^2},
\]

and

\[
v = \omega R = c \sqrt{R^2 \left( 1 + \frac{dV(R, 0)}{dR} \right) + \frac{d \log \rho_b(R)}{dR}}.
\]

In the axisymmetric case, only the \( c_{n,0} \) are involved and these do not depend on \( r = \sqrt{R^2 + z^2} \). Define \( c_{0,0} = \sum_n c_{n,0}(r) P_n^0(0) = c_{0,0} - \frac{1}{2} c_{2,0} + \frac{1}{4} c_{4,0} - \frac{1}{8} c_{6,0} + \cdots \). Then, \( V(R, z = 0) = c_0 R^{n+2} \) and

\[
v = \sqrt{f_0 R^{n+2} + \frac{2}{c^2} R \frac{d \log \rho_b(R)}{dR}},
\]

with \( f_0 = \sqrt{(p + 2)c_0} \). One choice is \( \rho_b(R) = \rho_0, \) a constant, leading to \( v = f_0 R^{n+2} \) and \( v_0(R) = v_0 - \omega R = f_0 R^{n+2} - \omega R \). At the other extreme, \( v_0 = 0, \rho_b(R) = \rho_0 e^{-V(R, z)/c^2} \), so \( \rho_0(R, z) = \rho_0 e^{-V(R, z)/c^2} \), which describes hydrostatic equilibrium.

2-D stationary solution

In the 2-D case, we only consider the plane \( z = 0 \) where \( w = 0 \), so we can drop the \( z \)-derivative of the flux \( \mathbf{h} \) as well as the fourth component from the 3-D equations (1). Then, \( \mathbf{w} = \mathbf{w}(t, R, \phi) \) and we look for a stationary solution which does not depend on time \( t \) by solving

\[
\frac{\partial \mathbf{w}}{\partial t} = \mathbf{r}(\mathbf{w}) = \mathbf{s} - \frac{\partial f}{\partial R} - \frac{\partial g}{\partial \phi} - \frac{\partial h}{\partial z},
\]

where now

\[
\begin{align*}
\mathbf{w} &= R \rho \left( \begin{array}{c} u \\ v \end{array} \right), \\
\mathbf{f} &= \rho u w + R \left( \begin{array}{c} \rho c^2 \\ 0 \end{array} \right), \\
\mathbf{g} &= u \mathbf{w} + \left( \begin{array}{c} 0 \\ 0 \end{array} \right), \\
\mathbf{h} &= w \mathbf{w} + R \left( \begin{array}{c} 0 \\ 0 \end{array} \right), \\
\mathbf{s} &= \rho \left( \begin{array}{c} -R \frac{\partial V}{\partial R} + c^2 + (v + \omega R)^2 \\ -R \frac{\partial V}{\partial \phi} - u(v + 2\omega R) \\ -R \frac{\partial V}{\partial z} \end{array} \right),
\end{align*}
\]

and the source term

\[
\mathbf{w} = \rho \left( \begin{array}{c} 0 \\ 0 \end{array} \right).
\]
Newton’s method updates the solution according to
\[
A(w^n)(w^{n+1} - w^n) = r(w^n),
\]
where \(A = -\partial r/\partial w\) is minus the Jacobian matrix of \(r\) with respect to \(w\). An implicit backward Euler scheme will update the solution by
\[
\frac{1}{\Delta t} + A(w^n)(w^{n+1} - w^n) = r(w^n).
\]
This can be interpreted as a damped Newton scheme, if we assume that \(A\) is an M-matrix, that is, does not have negative eigenvalues. For a timestep that is inverse proportional to the inverse of a scaled residual norm (Mulder and van Leer, 1985), such a method was given the name Switched Evolution/Relaxation scheme (van Leer and Mulder, 1985). This residual norm per cell \((i, j)\), where \(i\) indexes the \(\phi\)-coordinate and \(j\) the radial directions, is given by
\[
\sigma_{ij} = \max \left( \frac{\left| r_{ij} \right|}{w_{ij}}, \frac{\left| r_{2j} \right|}{w_{2j} + w_{1j}}, \frac{\left| r_{3j} \right|}{w_{3j} + w_{1j}}, \frac{\left| r_{4j} \right|}{w_{4j}} \right).
\]
If a local volume factor \(\Delta \phi \Delta R\) is contained in the numerator, then the overall residual norm is defined by \(\max_{ij} [\sigma_{ij} (\Delta \phi \Delta R)]\).

\section*{Units}

For a unit of length \(r_0\), the unit of velocity is \(r_0 \sqrt{4\pi G \rho_0}\). The code sets \(4\pi G \rho_{9,0} = 1\) and uses the sound speed \(c\) as input parameter. If the gravitational potential \(V\) is scaled by \(1/c^2\), the velocities \(u\) and \(v\) are effectively scaled by the sound speed \(c\), which then is set to 1 in the code. The unknowns in the code are
\[ q = (\log \rho/\rho_0, u/c, (v - v_0)/c)^T \]
and the conserved quantities \[ w = (R_0, R_0 u/c, R_0 v/c)^T. \]
An example of how to convert these internal units to physical values can be found elsewhere (Mulder and Liem, 1986).

\section*{Stretched grid}

The \(N_x \times N_e\) cell centres on the finite-volume grid centres are indexed by \((i, f)\) for \(\phi\) and \(R\), respectively. The radial grid is gradually stretched such that \(\xi = R^{1+x} p/2\) is equidistant with constant \(\Delta \xi = (\xi_{\text{max}} - \xi_{\text{min}})/N_R\), with \(\xi_{\text{min}}\) and \(\xi_{\text{max}}\) corresponding to \(R_{\text{min}}\) and \(R_{\text{max}}\), respectively. Cell boundaries are placed at \(\xi_{j-1/2} = \xi_{\text{min}} + (j - 1) \Delta \xi, j = 1, \ldots, N_R + 1\), from which the \(R_{j-1/2}\) follow.

Cell centres are placed at \(R_j = \frac{1}{2}(R_{j-1/2} + R_{j+1/2}), j = 1, \ldots, N_R\). The grid spacing in the \(\phi\)-direction is a constant \(\Delta \phi = \pi/N_\phi\). The code assumes that \(N_\phi = N_\phi = n\) and that both are a power of 2. Periodicity and symmetry imply that only the range \(\phi \in [0, \pi]\) needs to be considered.

Successive grid refinement is carried out from an initial grid with \(n_1^2\) cells to a final one with \(n_f^2\), where \(n_f \gg n_i\).

\section*{Code}

Table 3 lists the various parameters, their meaning and their default values. The default parameters are defined by \(gpar = g2setparms()\); and can be modified by editing the contents of \(g2myparms.m\). An example is shown in Table 1. The code can then be started by entering \(g2\) run on the Matlab command line. Table 2 shows how to run on a machine with 8 processors if the source code is contained in a directory \(./g2\) on a Unix-type operating system.

\section*{3. Results}

Fig. 1(a)–(c) displays a stationary solution obtained with the default parameters of the code, as listed in Table 3, but with the finest mesh set to 512 by 512 cells. Shown is the difference with respect to the axisymmetric solution. The contrast has been enhanced by means of a spatial high-pass filter and clipping of larger values. The filtered image was obtained by projection of the solution from the polar coordinate system to cartesian coordinates with a grid spacing of 0.04, using simple bilinear interpolation despite the presence of shocks. The result was convolved 128 times by the dyadic or Kronecker product \((1, 2, 1)^T (1, 2, 1)^T\) to obtain a smooth image, which was then subtracted from the original. Fig. 2 shows an enlargement of the central part, now using a grid spacing of 0.01. Again, 128 convolutions steps with the simple smoothing
Table 3

Code parameters.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Name</th>
<th>Content</th>
<th>Default</th>
</tr>
</thead>
<tbody>
<tr>
<td>label</td>
<td>Name used for naming output files</td>
<td>G01</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>Physical parameters</td>
<td>Sound speed</td>
<td>0.035</td>
</tr>
<tr>
<td>ρ₀</td>
<td>rhoinit</td>
<td>Initial density in the interior</td>
<td>1</td>
</tr>
<tr>
<td>ρ₁/2</td>
<td>rhoinner</td>
<td>Average density at inner boundary</td>
<td>1.62</td>
</tr>
<tr>
<td>ρₙₑ⁺₁/₂</td>
<td>rhouter</td>
<td>Average density at outer boundary</td>
<td>1</td>
</tr>
<tr>
<td>Rₘᵉ</td>
<td>Rmin</td>
<td>Radius of inner boundary</td>
<td>0.25</td>
</tr>
<tr>
<td>Rₘₐₓ</td>
<td>Rmax</td>
<td>Radius of outer boundary</td>
<td>30</td>
</tr>
<tr>
<td>p</td>
<td>Gravitational potential</td>
<td>Power for gravitational density as a function of radius</td>
<td>−1.8</td>
</tr>
<tr>
<td>c/a</td>
<td>axs</td>
<td>Ratio of short z- to long x-axis</td>
<td>0.5</td>
</tr>
<tr>
<td>b/a</td>
<td>axi</td>
<td>Ratio of intermediate y- to long x-axis</td>
<td>0.8</td>
</tr>
<tr>
<td>ω</td>
<td></td>
<td>Frame rotation rate</td>
<td>0.1</td>
</tr>
<tr>
<td>cutoff</td>
<td></td>
<td>Power for cut-off function</td>
<td>10</td>
</tr>
<tr>
<td>ii</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nᵢ</td>
<td>Numerical parameters</td>
<td>Initial mesh has nᵢ cells for domain [Rₘᵉ, Rₘₐₓ] × [0, π)</td>
<td>8</td>
</tr>
<tr>
<td>nᶠ</td>
<td></td>
<td>Final mesh has nᶠ cells; nᵢ and nᶠ should be powers of 2</td>
<td>256</td>
</tr>
<tr>
<td>κ</td>
<td>kappa</td>
<td>R grid is equidistant in ξ = R + κp/2</td>
<td>1</td>
</tr>
<tr>
<td>order</td>
<td></td>
<td>Spatial discretisation of order 1 or 2</td>
<td>2</td>
</tr>
<tr>
<td>idtfactor</td>
<td>Iterative scheme</td>
<td>Scaling factor for 1/Δt</td>
<td>1</td>
</tr>
<tr>
<td>relchange</td>
<td></td>
<td>Maximum relative change in solution per step</td>
<td>0.9</td>
</tr>
<tr>
<td>nstep</td>
<td></td>
<td>Maximum number of Newton iterations per successive grid refinement level</td>
<td>4000</td>
</tr>
<tr>
<td>nsave</td>
<td></td>
<td>Number of iterations between saving intermediate results</td>
<td>50</td>
</tr>
<tr>
<td>norderswitch</td>
<td></td>
<td>Switch from 1st to 2nd order when the number of grid cells in one coordinate equals norderswitch</td>
<td>64</td>
</tr>
<tr>
<td>resefactor1</td>
<td></td>
<td>Desired residual reduction for 1st order when 2nd order is needed</td>
<td>1.e−8</td>
</tr>
<tr>
<td>resefactor2</td>
<td></td>
<td>Desired residual reduction for 2nd order scheme</td>
<td>1.e−12</td>
</tr>
<tr>
<td>print</td>
<td></td>
<td>Extra printout for values ≥ 0</td>
<td>−1</td>
</tr>
</tbody>
</table>

Fig. 2. The central part of Fig. 1.

Scheme were applied to determine a smooth image, which was subsequently subtracted. Co-rotation occurs at a radius of 8.36 model units, as defined in Section 2.

The convergence history is displayed in Fig. 3. The residual norm is a weighted version of the solution’s time derivative and is defined in the text just below Eq. (3). Continuation in grid size, known as successive grid refinement, as well as in the order of the spatial discretisation was used to obtain a stationary solution with a second-order discretisation on a finite-volume grid with 512 × 512 cells, equidistant in φ ∈ [0, π] and stretched in the radial coordinate R ∈ [Rₘᵉ, Rₘₐₓ]. The other half, φ ∈ [π, 2π], follows by symmetry. The initial grid had 8 × 8 cells and the solution was computed with a first-order accurate scheme. The stationary result after 17 iterations was interpolated to a grid with 16 × 16 cells and the stationary solution now required 8 iterations. This procedure was continued up to a grid with 64 × 64, where the first-order stationary solution, obtained after 10 iterations, was used as an initial guess for a second-order discretisation. Convergence of the latter required another 48 iterations. The successive grid refinement with the second-order scheme was continued to the grid with 512 × 512 cells. At that level, however, the number of required iterations jumped to the order of thousand. Note that in all case, quadratic convergence was obtained when the solution approached the stationary one.

Fig. 4 shows the cpu time in hours needed to compute the solution on the sequence of grids. The solver used 8 threads on a 3rd generation 2.6 GHz quadcore Intel i7-3720QM (Ivy Bridge). Beyond 256 × 256, the code takes too long to be of practical use.

4. Discussion

The code is fairly robust up to meshes of size 256 × 256, both with a first-order and a second-order spatial discretisation. With 512 × 512 cells, convergence became extremely slow. This may have several causes, related either to the properties of the
Fig. 3. Convergence history. Note the quadratic convergence once the solution has been reached.

Fig. 4. Performance. Shown is the compute time in hours required to obtain the solutions on subsequently finer grids, from $8 \times 8$ to $512 \times 512$, doubling the number of cells in each coordinate at each refinement. On a grid with $64 \times 64$ cells, the solution for a first-order discretisation was computed first and used as an initial guess for a second-order discretisation. Only the latter was used on the finer meshes.

Fig. 5. Average of density over $\phi$ as a function of radius on a sequence of grids with $128^2$, $256^2$ and $512^2$ cells, respectively. The density contrast increases under grid refinement.

Fig. 6. Average radial Mach number $u/c$ as a function of radius.

Fig. 7. Average tangential velocity $(v - v_0)/c_{\text{rel}}$ relative to the axisymmetric solution $v_0$.

Typical causes for convergence problems with Newton’s method related to the formulation of the problem are: lack of smoothness of the multi-dimensional function, oscillatory behaviour, a starting solution that is too far from the root of the equations, or non-existence or non-uniqueness of the stationary solution. The direct solver may also adversely affect convergence if it introduces too much numerical noise.

As far as lack of smoothness is concerned: the code employs flux-vector splitting (van Leer, 1982), which is inherently smooth, and a smooth limiter (van Albada et al., 1982) for the linear interpolation within cells, needed to obtain second-order accuracy away from discontinuities. The successive refinement should provide a starting solution close to the stationary solution on the next finer grid. This will not work, however, if the solution does not converge to a unique one under grid refinement. Figs. 5–7 display the average of the solution over the angle $\phi$ on subsequently finer grids. The asymptotic range, where the difference between subsequent meshes decreases with cell size, has clearly not been reached. The density contrasts become increasingly larger and this may pose a challenge for the direct solver. Also, the amount of detail in Fig. 2 appears to increase under grid refinement, raising the question whether or not convergence under grid refinement will set in on finer meshes. If the amount of detail would keep increasing, the problem is ill-posed in a mathematical sense. In that case, some kind of regularisation may make it well-posed, for instance, by adding viscous terms, by dropping the isothermal
assumption, by adding sources and sinks for the density or by going to three space dimensions. The limitations of the current code do not allow a further investigation into the question whether or not convergence under grid refinement can be attained. However, for practical purposes, a mesh size of 256 × 256 should very well suffice to generate a flow model for a given set of parameters in one or two hours.

5. Conclusions

A Matlab code for 2-D isothermal galactic gas dynamics in a weakly barred gravitational potential is capable of providing stationary solutions in a reasonable number of iterations for a grid with 256 by 256 cells. On finer meshes, it becomes too slow for practical purposes because the number of required iterations becomes very large.

In practice, a grid with 256 by 256 cells should suffice for constructing galactic velocity models. The results can then be used for any of the applications described in the list of references mentioned in the introduction. In addition, the code can serve educational purposes or be taken as a starting point for further development.
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