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To my grandparents
Object-based Video Segmentation with Region Labeling

Ioannis Patras

Abstract

In this dissertation we propose three methods for object-based segmentation of image sequences. In all three of them, a fine initial intensity or color segmentation provides a set of segments which are subsequently labeled according to statistical models of the objects’ properties. We illustrate the advantages of such an approach in terms of robustness, localization accuracy and computational complexity. The first two methods assume that the kinematic behavior of the objects in the scene can be described with parametric motion models. The first method proposes a two-stage approach: in the first stage the parameters of the motion models are estimated from an independently estimated motion field with a clustering scheme that incorporates motion-specific confidence measures and techniques inspired from robust statistics. In the second stage, the intensity segments are labeled according to a modeling of the distribution of the motion-compensated intensity differences under the extracted motion models and the Markov Random Field modeling of the label field. Cliques are defined between intensity segments and a three-frame approach is adopted in order to deal with occlusions. The second method expresses the spatial and temporal constraints of the labeling problem in a single framework and estimates jointly the label field and the parameters of the motion models by maximizing the a posteriori probability of the label field. Spatial and temporal constraints on the label field are expressed in the Markov Random Field framework and a three-frame approach is adopted in order to deal with occlusions. We show that a number of pixel-based methods can be expressed as special cases of the second method and how the latter can be extended to incorporate soft labeling decisions. The third method proposes a semi-automatic approach in which the labeling is based on the modeling of the local color and motion statistical properties of the objects. A user-assisted color segmentation provides an initialization of the label field for the first frame of the sequence, while for the rest of the sequence an initialization of the parameters of the models is provided by a motion-based projection operation in the previous frame. The labeling criterion is the maximization of the joint probability of the label field and the observed color and motion properties and is performed in terms of the statistical representations of the properties of the color segments.
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Chapter 1

Introduction

Boosted by technological advances in the area of communications and computer engineering, there has been an explosion in the amount of the distributed visual information in the last decade. Digital video and the expected fusion of television and internet services only intensify this trend. This fact and the applications that are continuously emerging advocate the need for the development of a wide range of methods for distributing and processing the available visual information.

Object-based segmentation of image sequences, the area in which this thesis belongs, is one of the issues that often arise in the world of video processing and communications. The goal is the decomposition of a scene in the objects that constitute it. Such a decomposition is provided in terms of the partitioning of each frame of the sequence into a number of disjoint regions each of which is assigned a label which denotes which object is depicted in it\(^1\). Such a labeling represents each object as a distinct spatio-temporal entity within the image sequence.

By partitioning each frame into segments that correspond to meaningful objects, an object-based representation of a scene can be obtained. Once a partition is available, visual information can be coded, delivered and viewed in terms of its actual contents. This is a step forward from the classical television paradigm that has dominated the world of visual communications up to now and in which the visual information is represented as a sequence of rectangular frames. In that direction, an effort towards an international standard which supports an object-based representation of audiovisual information was launched by the Moving Picture Experts Group (MPEG) \cite{MPEG}. The applications that can benefit from such a semantically meaningful object-based representation are numerous. Let us mention here two examples:

- In the context of the MPEG-4 \cite{MPEG4} \cite{MPEG4a} supported applications, user interaction with the actual contents of the visual information can be achieved in a better, more meaningful and easy manner. In particular new, content-based functionalities such as are object-dependent coding quality or object manipulation for video editing can now be developed. The former can be of importance for example in

\footnote{Unless explicitly stated otherwise, the term \textit{region} is used loosely throughout the thesis to denote a set of spatially connected pixels}
In video conferencing applications, where a reduction in the required bandwidth can be achieved by a higher quality coding only of regions depicting the face and the hands. On the other hand, video editing, which up to now required that the analysis is performed at the user’s end, can be now reduced to the built of user interfaces for the manipulation of the already existing object entities. By the time this thesis was written, such systems were already commercially available (e.g. [26]).

- In the context of MPEG-7 [72] [73], applications that revolve around retrieval of multimedia material in very large distributed databases can benefit from such an object-based representation. The reason is that such a representation offers already a semantical organization of the data (although depending on the application domain the contents may vary significantly). By attaching MPEG-7 descriptors to the objects, we essentially describe the scene in terms of the properties of the objects that are depicted in. This brings closer user queries which are formulated in terms of the object properties to the actual description.

Let us note that both MPEG-4 and MPEG-7 standards carefully avoid standardization of the analysis process and the encoder’s side. In relation to the object-based representation that MPEG-4 proposes, that means that no standard exists for extracting the objects in the scene. On the one hand this is because by standardizing only the minimum amount that guarantees interoperability, there is room left for competition on the analysis side. On the other hand, the generality of a standard for object-based segmentation would inevitably be seriously limited. The reason behind that is that there is ambiguity at the semantical level in the definition of the problem. To be more specific, what the result of an object-based segmentation scheme should be, is a question that can be answered in many ways. In the next section, we will briefly discuss the issues related to the this ambiguity. The types of answers that we give will position the methods that were developed in this dissertation in the field of object-based segmentation of image sequences.

1.1 Statement of the problem

In order to formulate methods which decompose a video sequence into the objects that are depicted in it, formal definitions of what constitutes an object are necessary. For humans, this task is directly connected with the cognitive processes involved in the action of seeing. As Parmenides noted, "What is, is identical to the thoughts of the one who recognizes what it is" [84]. In this line of thinking, a semantical decomposition of a scene requires human-like reasoning about its contents. However, human-like reasoning about the contents of the scene and its incorporation in an artificial vision system is far from realization.

Current approaches to circumvent the problem attempt formulations that are based on some grouping based on properties extracted from the visual data. The goal is to bridge the gap between the semantical interpretation of the scene by a human user and

2 Τὸ γὰρ εὐτὸς νοεῖν ἐστὶν τὸ καὶ εὑρίσκειν

[26]
low level features such as color and motion that can be automatically extracted from
the image sequence. Two general directions exist, depending on the amount of a priori
information that is available about the contents of the scene. In the first, information
about the domain is a priori available, for example faces [86], human body and hand
motion [39] or some medical applications. In such cases, domain-specific models can
be employed and the labeling formulated as data fitting into the model in question.
As an alternative, more general-purpose models can be employed, whose parameters
are trained on data from the domain in question [8]. In both cases, the utilization of
the a priori knowledge simplifies the problem significantly. On the other hand, such
approaches are inherently restricted to the domain for which the models of the scene
were specified and trained.

This thesis falls in the second category of the approaches, which attempt a more
general treatment of the problem. In the approaches of this category the segmentation
is based on homogeneity assumptions on low-level features such as color, texture and
motion. Models of the spatiotemporal localization of the objects, of the distribution
of their properties and/or of the temporal evolution of these models are commonly
employed as useful constraints. The fundamental difference between these models and
the domain-specific models employed by the approaches of the first category is the
generality of the constraints that are imposed on the objects’ properties.

In the methods of this second direction motion proved to be one of the most suc-
 cessful properties for segmentation purposes. The reason is that motion can carry in-
formation about the shape, the depth and the physical connectivity of the objects in the
scene. These are directly connected to the physical properties of the objects which are
depicted in the image sequence and especially the last two can provide strong evidence
for the discrimination in different objects. Let us note here that for the purposes of
object-based segmentation an explicit and accurate extraction of such information (e.g.
shape or depth) carried in the apparent motion field is not necessary.

Such a motion-based approach is adopted in the first two of the three methods
developed in this dissertation. The labeling is formulated as a grouping based on prop-
erties that are derived from the visual data and motion information plays the dominant
role. A parametric model for the motion together with a spatial model of the label field
provide the formal constraints for the definition of an object. Loosely speaking, the
underlying assumption is that an object is an entity such that:

- Its kinematic characteristics \(^3\) are described by a parametric model of relatively
  low order. In our case an affine model implies rigidity assumptions.
- Its localization\(^3\) is compact.

In addition, the second method adopts a temporal model for the label field, that is, it
implicitly imposes coherency in the way that the localization of each object changes
over time.

One of the most important issues in the field of object-based segmentation is the
trade-off between the generality of the assumed models and the degree of user inter-
action or initializations. From this perspective, the first two of the proposed methods

\(^3\)We refer to the two-dimensional object projections on the image and not to the three-dimensional objects
in the physical world
fall in the medium generality / limited interaction end (fig. 1.1). As far as generality is concerned, the global affine parametric models that are adopted by both can be too restrictive in the case of, for example, human motion. Furthermore, depending on the application and the user the goal of the segmentation may vary. The assumption that a decomposition of the scene based on the kinematic behavior of the depicted objects is possible might no longer hold true, thus other sources of information such as color and/or texture should be also used. The adoption of global models for such properties is in general more restrictive than in the case of motion. Furthermore, objects that are semantically meaningful might not exhibit a global homogeneity in their properties and/or discontinuities might be difficult to be detected.

![Figure 1.1: Tradeoff between generality and user interaction.](image)

For all of these reasons the third of the proposed methods adopts more general models and transfers some of the difficulty of the problem to the user via an interaction phase. Loosely speaking, an object is considered as an entity which exhibits local homogeneity in its color and motion characteristics, it is locally compact in its localization and its localization changes coherently over time. In this method, the semantics about the contents of the scene are introduced in a user interaction phase in which the models of the objects are initialized. Conceptually, such an approach bears similarities with methods that train the parameters of a rather general model with data from a specific domain.

## 1.2 Major contributions and organization of the dissertation

The relation of our approaches to other methods in the field will become apparent in chapter 2, where we concisely review related works. Let us note here that common issues that arise in the area are on the one hand the reliability of the extracted proper-
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ties on which the grouping is based and on the other, the localization accuracy of the labeling. In order to deal with both problems we used an initial partitioning of each frame into intensity (or color) segments in all of the three approaches. The partition is obtained using a method which operates on the gradient of the intensity or the color of each frame. Under the assumption that each of the resulting intensity(color) segments covers an area belonging to a single object, properties are extracted per intensity segment and the labeling is performed at intensity segment level. This offers the following advantages over methods that label each pixel separately:

**Reduction of computational complexity** The dimensionality of the problem is greatly reduced, since a much smaller number of sites need to be labeled.

**Robustness** Properties extracted from an intensity segment are in general more reliable than properties extracted from single pixels. Especially when motion is taken into consideration, more evidence exists for determining the kinematic behavior of an intensity segment than the behavior of a single pixel.

**Localization accuracy** Under the assumption that intensity(color) discontinuities are necessary conditions for object discontinuities, intensity(color)-based evidence is very useful because of its very good localization properties. An initial intensity(color) segmentation introduces such information in a very early stage.

By this scheme we define the following hierarchy, which we adopt throughout the dissertation. At the lower level there are pixels, at an intermediate level intensity(color) segments and at the higher level objects. The term region will be used rather loosely in the context of this dissertation to refer to a (usually) spatially connected set of pixels or intensity segments. For the remainder of the thesis, unless explicitly stated otherwise, the term segmentation will refer to the initial intensity(color) segmentation procedure while the term labeling will be used to refer to the process of assigning object labels to the intensity(color) segments. A pictorial representation of this hierarchy is given in fig. 1.2.

The remainder of the dissertation is organized as follows. In chapter 2 we concisely describe the proposed methods and position our methods in the related literature. In chapter 3 we present the first of the proposed methods. We propose a sequential approach in which the estimation of the kinematic behavior of the objects and the motion-based labeling of the intensity segments are performed in subsequent stages. The main contributions of this chapter can be summarized as follows:

- we develop a confidence measure for the motion field estimated by a Block Matching motion estimator. The Block Matching motion estimator is expressed in the probabilistic framework and the confidence measure is derived in terms of the \( a \text{ posteriori} \) probability of the motion vector. The estimation of the confidence measure is incorporated in the estimation scheme of the Block Matching motion estimation and introduces negligible additional computational cost.

- we propose a robust clustering method which simultaneously estimates the parameters of a known number of models that describe the motion of the objects in the scene. Robust M-estimators and motion-specific confidence measures are
In chapter 4 we present the second of the proposed methods. We propose an approach in which the kinematic behavior of the objects in the scene and the labeling of the intensity segments are jointly estimated. The main contributions of this chapter can be summarized as follows:

- we express the labeling problem in the Markov Random Field - Maximum A posteriori Probability framework in which the intensity segments that result from an independent intensity segmentation phase are used as sites. A number of iterative methods where the Markov Random Field is defined over pixel sites can be formulated as special cases of this method. The formulation addresses in a single framework the following issues:
  - imposition of spatial and temporal constraints on the label field
  - treatment of occlusions
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- utilization of intensity-based evidence to support the detection of motion discontinuities

- we propose an optimization method for the joint estimation of the parameters of the motion models and the label field that maximizes the *a posteriori* probability of the label field. The three-frame approach that was adopted introduces an intermediate directional field in the proposed iterative relaxation method.

In chapter 5 we present the third of the proposed methods. We propose a semi-automatic method in which the objects that the user outlines at the first frame of the image sequence in an interaction phase are modeled and tracked for the rest of the image sequence. The main contributions of this chapter can be summarized as follows:

- we propose a modeling of the local color and motion statistical properties of the objects. The region of support of each local model is adapted to the local characteristics of the independent color segmentation.

- we propose an optimization method for the maximization of the joint probability of the label field and the observed color and motion properties. The optimization is performed in terms of the statistical properties of the color segments.

In chapter 6 conclusions are drawn and open issues are discussed. In the same chapter we attempt a critical discussion on the design choices that we have made as well as on some of the alternative choices. Finally, appendix D gives a short description of the synthetic sequences that have been used.
Chapter 2

Related Work

In the previous chapter we gave an introduction to the field of object-based segmentation of image sequences. In this chapter we attempt a review of related works in the literature in order to position our work in the field. The chapter is organized as follows. In section 2.1 we give a short description of the proposed methods and the motivation behind the development of each one. Subsequently, we give an overview of the most related works organized in three sections, each one corresponding to one of the proposed methods. In each section a review of the related works from the prism of the corresponding method reveals its advantages and limitations.

More specifically, in section 2.2 we concisely review indirect motion-based segmentation methods, that is, methods for motion-based segmentation that depend on an independently estimated motion field. In section 2.3 we review methods for motion-based segmentation which, to a higher or lower extent, couple the motion estimation and the labeling problem. Finally, in section 2.4, we review works that allow objects with non-rigid motion patterns.

2.1 Overview of the Proposed Methods

The first two of the proposed methods attempt a motion-based decomposition of each frame of the sequence, under the assumptions that the number of objects is known and that the motion of each object can be described by an affine parametric model. This model imposes rigidity constraints on the kinematic behavior of the objects in the scene.

The first of the proposed methods falls in a general category of methods which rely on an independently estimated motion field. We propose the separation of the problem into two subsequent phases: the motion hypotheses extraction phase and the labeling phase. In the motion estimation phase, first a motion field is estimated using a hierarchical block matching motion-estimation scheme. A robust clustering technique is developed in order to estimate the parameters of the affine models that describe the motion of each object. The set of the estimated parameters serve as a set of motion hypotheses describing the kinematic behavior of the objects in the scene. In the labeling phase, an
object label is assigned to each of the intensity segments. The labeling is expressed as an optimization problem under the assumptions that the motion-compensated intensity difference follows a Laplacian distribution and that the \textit{a priori} probability of the label field is a Gibbs distribution. The latter implies that a Markov Random Field is defined over the graph whose nodes are the intensity segments that are extracted in the initial intensity segmentation phase. A deterministic iterative optimization method provides the final solution.

The motivation behind the development of such a method is to provide the first of the estimated label fields. In the motion estimation phase we address the issue of the simultaneous estimation of multiple motion hypotheses from an inaccurate motion field by the development of confidence measures and robust clustering methods. In the labeling phase, in contrast to most of the methods in the literature that depend on a pre-estimated motion field, we propose to use as evidence the motion-compensated intensity differences under the extracted motion hypotheses and not the motion residual. In this way we achieve much higher localization accuracy and with a three-frame approach we deal in a simple and efficient way with occlusions. Finally, the Markov Random Field modeling of the label field imposes spatial constraints which inhibit label fields with isolated intensity segments.

The second of the proposed methods attempts to solve jointly the motion hypotheses extraction and the labeling problem. The notion of Markov Random Fields (MRF) is used in order to express spatial and temporal constraints at the level of the initial intensity segments. The criterion is the maximization of the conditional \textit{a posteriori} probability (MAP) of the label field given the motion hypotheses, the estimation of the label field in the previous frame and the image intensities. The equivalence between the Markov Random Fields and the Gibbs distribution is exploited and the labeling is formulated as an optimization problem with respect to the motion parameters and the label field itself. For the optimization we propose a method which reduces the corresponding objective function in an iterative way with respect to the motion parameters and the label field. In the optimization with respect to the motion parameters (\textit{motion estimation phase}) the estimation is performed at segment level, that is a set of parameters is estimated for the collection of intensity segments that comprise an object. The estimation is constrained by the intensity conservation principle and by the temporal coherency of the label field. In the optimization with respect to the label field (\textit{labeling phase}) an object label is assigned to each of the intensity segments. The labeling is constrained by the intensity conservation principle and the spatial and temporal coherency of the label field. A three-frame approach is developed in order to deal with occlusions.

The motivation behind the second of the proposed methods is to couple in a single framework the interdependent problems of motion estimation and motion-based labeling. The motion estimation / motion-based labeling is formulated as a well-defined optimization problem where each component is modeled by a probability distribution. The proposed method addresses in a single framework classical issues raised in the field. More specifically the imposition of spatial and temporal constraints on the label field, treatment of motion occlusions and incorporation of intensity evidence for object boundaries. A number of iterative methods where the Markov Random Field is defined over pixel-sites can be formulated as special cases of the proposed method.
2.2 Indirect Methods for Motion-Based Segmentation

The third of the investigated methods attempts to deal with more complex objects that are not necessarily characterized only by their motion behavior. The goal is the development of a method capable of segmenting complex scenes into objects whose color and motion attributes vary. Since there is not a unique way of defining a segmentation into objects that are not homogeneous in their attributes (e.g., various motion and color patterns) user interaction is utilized. For the first frame of the sequence user scribbles are used to obtain the first label field and built a description of the local statistical properties of the objects. Subsequently, the label field is tracked for the rest of the sequence. The labeling is based on a probabilistic classification of the segments that result from the initial color segmentation scheme. It is assumed that the data at points inside the same color segment is generated by the same process; that process is modeled as a multivariate Gaussian. The conditional probability of motion and color given the label field, in a window around the center of each segment is modeled as a mixture of multivariate Gaussians, each one generated by a different object. The classification criterion is the maximization of the joint probability of the label field and the observations with respect to the label field. For the maximization of the joint probability a deterministic iterative local search algorithm is developed.

The motivation behind the third approach is to overcome the rigidity assumption of the previous two methods and deal with more complex scenes. A local modeling of the distribution and the \textit{a priori} probability of each object can represent objects which exhibit variations in their motion, color and spatial characteristics. Furthermore, the assumption that the data at points inside the same color segment is generated by the same process allows to express the local object distributions as functions of the color segments’ statistical representations and to perform the classification at color segment level.

2.2 Indirect Methods for Motion-Based Segmentation

Extensive work has been conducted in the field of motion-based segmentation of image sequences. From the prism of the first of the proposed methods we concentrate on approaches which depend on an independently estimated motion field. Depending on whether or not they utilize intensity-based evidence for the labeling we divide them in two main categories (fig. 2.1). Unless explicitly stated, all of the reviewed methods in this section assume that the motion patterns of the objects in the scene can be described by parametric motion models.

The first category consists of methods that attempt a segmentation of an independently estimated motion field disregarding intensity-based evidence of an object edge. Borshukov et al. [17] as well as Wang and Adelson [113] estimate the affine motion parameters of rectangular blocks and merge them according to a distance function defined in the parameter space. A threshold in the motion residual determines the reliable blocks and the merging procedure is terminated by a threshold in the distance function. The dominant motion estimation / outlier detection paradigm is adopted [4], where a threshold in the labeling phase determines which motion vectors follow the dominant-motion hypothesis. In a similar approach Wang and Adelson [113] merge the blocks applying a C-means algorithm in the parameter space. Both of the approaches depend
on the parametric representations of each of the blocks, which can be quite sensitive to noise. Furthermore, the dependence of the method of Wang and Adelson [113] on the accuracy of the estimated motion field seems quite high since no attempt to increase the robustness of the C-Means algorithm is made. Nitsuwat and Jin [80] [81] robustify the classical C-Means algorithm by using fuzzy clustering techniques [28]. In [80] a clustering in parameter space by a fuzzy C-prototypes algorithm [36] is followed by a cluster merging phase. The latter is driven by a robust cluster similarity measure which is defined in terms of the degrees of membership of the motion vectors under the motion hypotheses that the cluster in question are associated with. The method exhibits the drawbacks of [113] as far as the parametric representations of blocks are considered and, furthermore, seems to produce rather “noisy” label fields. On the other hand, in principle, the use of robust clustering methods increases the accuracy of the estimated motion hypotheses.

Choi and Kim [24] propose a multistage segmentation of a dense optical flow field, where at each stage different motion-based merging criteria are applied. Under the assumption of a static camera a change detection map is estimated in a preprocessing phase. In a framework inspired by theories on evolution, Huang et al. [48] propose the use of a genetic partitioning algorithm for the segmentation of an optical flow field. The motion field is obtained by a point-correspondence algorithm. Each chromosome is a binary partition of the optical flow field such that it represents the region that supports one motion hypothesis. Crossover and mutation operators are trivially defined on the partitions. A self-adaptation operator which corresponds to a combined robust motion estimation / classification step is used to re-estimate the region of support of the motion hypothesis associated with the chromosome. The ability of the genetic algorithm to simultaneously encode a number of motion hypotheses and the use of the binary partition maps seem to robustify the estimation of the parameters of the motion models. On the other hand, the method is computationally expensive if it is applied to a dense motion field. Finally, results are reported only in terms of the estimated motion
2.2 Indirect Methods for Motion-Based Segmentation

None of the above mentioned methods model the label field in order to enforce spatial constraints. In contrast, Murray and Buxton [74] model the label field as a Markov Random Field and express the labeling problem as an optimization problem in terms of the conditional *a posteriori* probability of the label field given an independently estimated optical flow field. Spatiotemporal cliques are defined and a stochastic relaxation method [53] is employed as an optimization mean. The Markov Random Field modeling introduces useful spatial and temporal constraints in the label field but the proposed optimization scheme is computationally intensive.

The methods reviewed so far propose a labeling depending solely on the information carried in an independently estimated motion field and therefore have a serious drawback: the accuracy of the labeling depends heavily on the accuracy of the estimated motion field. The introduction of spatial and temporal constraints [74] reduces the problem in areas within the objects but is of limited assistance at object borders. The reason is that at object borders a) the estimated motion field is highly unreliable and b) spatial constraints can be applied from either direction of the border. That is, a band of uncertainty exists at motion discontinuities and there the labeling is likely to fail. The width of the band depends on the motion estimation scheme and in methods that employ a block as a region of support it is roughly equal to the block size. In cases that the motion discontinuity is such that an occlusion is generated in the direction in which the motion field is estimated (e.g. backward) the width of such a band is roughly equal to the motion magnitude. In image sequences that contain large motion activity that is a serious drawback.

In order to increase the localization accuracy, a number of methods have been proposed that attempt to utilize intensity information in combination with an independently estimated motion field. In the multivalued mathematical morphology framework, Gu [45] adopts a hierarchical scheme in which at each level the analysis is performed on the motion residual between the modeling at the higher level and the motion field. Markers are declared at flat areas with respect to the motion residual and a watershed algorithm provides the label field at the current level. Affine parametric models are then used to model the motion residual for each of the resulting regions. In order to increase the localization accuracy, he introduces a final stage where he labels segments that result from an independent intensity segmentation phase with the dominant label in the intensity segment in question. Since a motion boundary usually separates two objects, the underlying assumption is that the majority of the motion vectors within the intensity segment in question are correctly labeled. Mansouri and Konrad [62] formulate the labeling problem as that of region competition and solve it using the level set methodology [99]. A number of parametric motion hypotheses are estimated by clustering a sparse motion field. A grouping that is based on the assumption that the distance between the features of the model-based projections of a pair of pixels should be very similar to the distance between the features of the pair of pixels themselves provides an initialization of the procedure. A C-means clustering refines the estimation of the motion parameters. The equations governing the evolution of the contours are defined in terms of the differences in the motion-compensated intensity differences that are generated by each of the competing motion hypotheses and the contour cur-
vatures. Loosely speaking, the better the image intensities are explained by a motion hypothesis (compared to the competing motion hypotheses), the higher the speed for the evolution of the contour of the motion hypothesis in question. Although the C-Means algorithm is not robustified, the use of a more reliable sparse motion field and the fact that the clustering is not performed in the parameter space can lead to a rather reliable estimation of the motion hypotheses (subject to the initialization procedure). Finally, Altunbasak et al. [3] extract the motion hypotheses by C-Means clustering of a dense motion field. This is followed by a procedure which iterates between a classification and an estimation phase. In the classification phase color segments are labeled according to the motion-compensated intensity difference. In the estimation phase the motion parameters are re-estimated based on the labeling. Although the iterative procedure is supposed to improve the estimation of the motion parameters, convergence is not guaranteed since the two stages minimize different objective functions. A threshold in the motion-compensated intensity difference is used to reject unreliable motion vectors.

Based on the above classification the first of the proposed methods is most related to the second category of approaches. Like Mansouri and Konrad [62] we claim that the motion parameters of multiple motion hypotheses can be accurately extracted from a pre-estimated motion field. Our motion hypothesis extraction is similar to the C-means clustering of Altunbasak et al. [3]. However, we incorporate robust estimation methods in the clustering procedure (e.g. [80]) and we drastically reduce the computational complexity by estimating matrices that give in closed form the mean-square motion residual of an intensity segment. Furthermore, we propose a new confidence measure which has a probabilistic interpretation given the motion estimator that was used and does not need any user-defined parameter. We propose a Markov Random Field modeling of the label field that combines the advantages of [74] and [45] by adopting intensity segments as sites. Finally, in contrast to all reviewed methods, we use a three-frame approach in order to deal with occlusions.

2.3 Direct Methods for Motion-Based Segmentation

Motion information is one of the main elements that are used for segmenting video sequences. However, extracting and coupling motion information with the labeling process is by no means a trivial task [109]. For the estimation of motion, spatial constraints need to be imposed in a form of a support region where the motion is assumed either to be smooth or to follow a parametric model. In general, if the region of support is arbitrarily chosen then the motion estimate will deteriorate either because the single motion assumption within the region is violated or because the texture pattern is too low to constrain sufficiently the estimation. From the labeling point of view inaccurately estimated motion information leads to inaccurate labeling results. Furthermore, in the motion-based segmentation framework issues like the occlusions and the temporal coherency of the label field need to be addressed. The former concerns areas that appear or disappear from the scene due to motion. Hence, information about their temporal behavior is limited or even absent. The latter provides useful constraints between
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the kinematic behavior of the objects and their localization in consecutive frames.

A number of methods for performing motion-based segmentation have been proposed over the last decade. In the framework of the second of the proposed methods we will concentrate on five categories of approaches (fig. 2.2). To the first category belong methods which simultaneously estimate the motion information and its region of support. Depending on if the label field is explicitly defined, temporal and spatial constraints are imposed either on motion and/or on the label field itself. In the following four categories we classify methods that combine an initial intensity segmentation with motion information. First, top-down approaches which are based on the dominant-motion-estimation / outlier-detection paradigm are described. Second, we review methods in which a region-merging process is driven by motion-based distance measures. Third, we present methods that utilize an initial intensity segmentation in order to incorporate spatial constraints in the Expectation Maximization framework. Finally, methods that combine the Markov Random Field modeling with an initial segmentation are presented.

In the first category we begin with methods that attempt to overcome the isotropic smoothing that the Horn-Schunck algorithm [47] imposes. These approaches are oriented to the regularization of the motion estimation in such a way that discontinuities in the motion field are preserved. Black and Anandan [14] propose the use of robust statistics for the detection of outliers both in the optical flow constraint and in the regularization term in an attempt to obtain piecewise smooth motion fields. In their work the discontinuities are expressed in terms of the motion field itself, while Nagel [76][77] introduces an oriented smoothness constraint, which suppresses the smoothing in the direction of the local intensity gradient. In other works a line process [42] is used in order to explicitly model the motion discontinuities. Konrad and Dubois [55] model the motion and the discontinuity fields as a pair of coupled MRFs and minimize the resulting energy function by means of stochastic relaxation. Identifying the need to exploit intensity discontinuities to detect motion discontinuities, they pro-
pose a potential function for the line field which depends on the local image gradient. However, in all of the above-mentioned methods the aim is the estimation of motion information rather than the motion-based segmentation. A label field is not explicitly defined and should be extracted in a later step from the discontinuities in the motion field. Furthermore, temporal constraints are not addressed in any of these methods. Stiller [104] explicitly models the label field, the occlusion and the motion fields as MRFs. In this way spatial and temporal constraints are introduced. However he still uses motion discontinuities as the means for detecting the borders of the objects and does not constrain the motion field with parametric models. Furthermore the cliques in the MRF formulation are defined over the pixels which results in a computationally intensive optimization process. An iterative scheme for motion estimation and labeling is proposed by Chang et al. [23]. The label and the motion fields are modeled as MRFs and the dense motion field is additionally constrained by multiple parametric models. Temporal coherency issues are not addressed however, and the MRF cliques are still defined at pixel level. Bouthemy and Francois [18] in the Markovian framework propose a method for motion-based segmentation of image sequences based on parametric motion fields. The cliques are defined over 2x2 blocks and not over pixels. However, such an arbitrary initial decomposition might violate object borders and provides robustness only to such an extent that the image structure in the block disambiguates the motion constraints. Furthermore, the neighborhood structure for the definition of cliques is not affected in comparison to pixel-based approaches; in both cases they are defined on a regular lattice. Finally, the temporal constraints are not incorporated in the optimization procedure but are merely used in the initialization phase.

A number of methods have been developed which utilize an initial intensity based partition to constrain the label field (fig. 2.3). In this framework hierarchical approaches [35][31] identify independently moving objects as collections of segments that do not conform to the estimated parametric dominant motion. Diehl [31] validates the dominant motion hypothesis independently per segment while Fablet et al.[35] explicitly express the spatial interactions between the segments by a MRF modeling of the label field. These top-down approaches are faced with the problem of estimating the dominant motion in the presence of multiple independent motion patterns. Furthermore, they impose an artificial hierarchy in determining the motion characteristics of the objects and may lead to situations where outlier segments do not belong to any object [67]. On the other hand the Markov Random Field modeling which Fablet et al. propose, although it does not address the temporal consistency of the label field, once presented with a reliable motion estimation can make use of a very fine initial partition and accurately recover the motion boundaries.

In the third category of approaches a parametric motion model is estimated on segment basis and the motion parameters are subsequently used to group the segments into regions with coherent motion behavior. Dufaux et al. [34] estimate the motion of each segment using a matching technique [68] which searches directly in the parameter space. A k-medoid clustering [51] in the parameter space groups segments with similar motion. A clustering approach in the parameter space is also proposed by Wang and Adelson [113] but that approach is sensitive to the errors in the parametric representation [2]. Moscheni et al. [67] and Wang [112] perform region merging and dynamically
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Figure 2.3: Three approaches to the motion-based segmentation problem: (a) the top-down approach (second category), (b) the bottom-up approach (third category) and (c) the region-competition approach (fourth and fifth category)

update the corresponding Region Adjacency Graph (RAG). The intensity segmentation is merely used for initialization of regions. Moscheni defines spatiotemporal similarity measures based on statistical tests between the nodes of the RAG, while Wang defines a motion-based distance which relies on the motion-compensated error before and after the merging. However, in both methods the merging is irreversible and the initial parametric motion estimations, which are performed independently per segment, can be unreliable depending on the size and the local image structure in the segments. Moscheni uses the same motion estimation scheme as in [68], which involves compensation of the camera motion, while Wang performs a Least-Squares regression on an independently estimated block-based motion field.

In the fourth category of approaches belong methods that utilize spatial and/or temporal constraints in the EM framework. Brady and O’Connor [19] in the Expectation step estimate the conditional probabilities of the label of each pixel by adjusting the a priori probabilities of the labels in a so-called contextual step. These contextually adjusted priors are estimated according to spatial constraints derived from an initial
intensity segmentation and according to temporal constraints derived from a prediction of the label field. Their formulation favors the labeling with the same label of pixels within the same intensity segment, but no spatial constraints are applied between neighboring segments. In the **Maximization** step a hard classification is assumed, that is each pixel is considered to be labeled with a single “object” label. Weiss and Adelson [115] assume that the pixels within the same intensity segment are generated by the same process and estimate the *a posteriori* probabilities in the **Expectation** step by summing the deviations from the model prediction for all pixels within the same intensity segment. Their formulation addresses neither temporal coherency issues nor spatial constraints between pixels in neighboring segments. Furthermore, both of the works adopt a two-frame approach and do not address issues related to occlusions.

Finally, there are a number of methods which combine the MRF modeling of the label field with an initial intensity segmentation. Konrad and Dang [54] define cliques at pixel level but in the optimization procedure mergings on segment level are considered. Since in the MRF energy formulation no distinction is made between segments and regions, the initial intensity segmentation is used only as an initialization of the regions. Furthermore, in the optimization the mergings are irreversible. Gelgon and Bouthemy [40] propose a modeling using Markov Random Fields by considering cliques between adjacent segments. The potential of a two-segment clique is a function of the discrepancy between their parametric motion fields and a geometrical “compacity factor”, which is a function of the length of the common border and the distance between their centers of gravity. Although the discrepancy between the parametric fields is a better dissimilarity measure than the distance in the parameter space, the method depends on the assumption that the local image structure within each segment sufficiently constrains a reliable motion estimation. In [41] an extension of their method is presented, in which a term which favors a low number of labels is added to the formulation. In both of [40] and [41] the motion estimation is performed independently per segment and the temporal constraints are introduced only in an initialization phase in which the label field of the current frame is predicted from the label field of the previous frame. However, in [41], the motion parameters that are used for the initialization of the label field are estimated for each of the collections of segments that constitute an object.

In terms of the above classification the second of the proposed methods is mostly related to the methods of the first and fifth category in the cases that the label field is explicitly modeled as a MRF. Our work can be regarded as an extension of methods that define cliques at pixel level in the Markovian framework and adopt an optimization procedure which jointly estimates the motion and the segmentation field. We exploit the ability of such approaches to incorporate the spatial and temporal constraints in the optimization procedure. However, by defining cliques on segment level we provide tighter constraints for the labeling and reduce the dimensionality of the problem. The initial intensity segmentation groups together pixels in which the low degree of texture implies inadequate information about their temporal behavior. These segments are more reliable entities than pixels when used as primary elements for the labeling problem. The relation of our approach to existing pixel-based methods will become more apparent once the modeling and the optimization procedure have been described. In order to make this relation more clear, in appendix 4 we will present the degener-
ate case where the segments that result from the initial segmentation contain a single pixel. We will show that in that case the second of the proposed methods reduces to an approach that falls in the first category.

Finally, of all the methods that utilize an initial intensity segmentation, the work of Gelgon [35] [41] [40] is related most to our proposal. However, his way of combining the motion information with the labeling is quite different. The dominant motion estimation / outlier detection paradigm which is adopted in [35] has the shortcomings of the hierarchical approaches. In [41] and [40] motion is estimated independently per segment. Estimating motion parameters per segment requires sufficient local intensity structure, which often implies that the size of segment should be rather large. In search for sufficient texture the initial intensity segmentation method might violate significant borders. In our approach a region-based motion estimation is employed. The motion estimation is constrained by the intensity pattern of the whole region and by the temporal coherency of the label field. Therefore it is not crucial if some of the segments do not provide sufficient constraints. The ensemble of the constraints in the whole region is what determines the accuracy of the motion estimation. Furthermore, in both [41] and [40] the temporal constraints are introduced only in the initialization phase for the prediction of the initial label field. In comparison our approach incorporates the temporal constraints in the optimization procedure itself.

2.4 Tracking of non-rigid objects

From the prism of the third of the proposed methods we will concisely review methods that allow objects with non-rigid motion patterns. We will concentrate on three main categories of methods (fig. 2.4). To the first category belong methods that track a non parametric contour of the object. To the second category belong methods which attempt a parametric contour tracking. Finally to the third category belong methods which model statistically the properties of the regions that correspond to each of the objects that are present in the scene.

To the first category of approaches we classify the works of Nguyen and Worrying [79] and Paragios and Deriche [89]. The latter employs a geodesic contour model [21] in order to track objects in a static background. Their approach seems to exhibit good localization properties and robustness, but it is not straightforward how to overcome the assumption of a static camera. Nguyen and Worrying adopt an approach in which the localization of the contour for the current frame is driven by a minimization of an energy generated from three different sources; a motion-based prediction of the contour based on the estimated contour in the previous frame, an edge map estimated for the current frame and (possibly) an internal energy term imposing contour smoothness. In order to deal with clutter, they suppress the background edges. The latter are detected by examining whether their motion follow the parametric motion model that is estimated for the tracked object. Their method seems to track very well small and fast-moving objects, but might not be so robust in presence of non-rigid motion. The reason for the latter is that a parametric motion model is used for the contour prediction and for the suppression of the background edges.

A number of tracking algorithms are developed based on parametrized representa-
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Figure 2.4: Contour-based (first and second category) and region-based (third category) methods for objects with non-rigid kinematic behavior.

tions of the shape and/or of the motion of the tracked objects [49] [106] [94] [16]. A parametric representation of the shape has the advantage that the tracking can be expressed as an estimation problem with respect to the parameters of the representation. In that framework temporal stability can be imposed by the adoption of a model for the evolution of the states associated with the parametric representation. Furthermore in the case that a priori knowledge of the domain is available [59], robustness and accuracy can be increased by the adoption of specific models (e.g. for humans [50] or hands [95]). On the other hand, the adopted models usually capture global shape properties and might be sensitive to changes in the contour topology.

Finally, in the third category of approaches belong methods in which the label field is determined based on the underlying distribution that describes the data of each object [85] [22] [82] [107]. Such works originate from research conducted in the area of stochastic model-based image segmentation (e.g. [120] [87] [42] [29]). Usually, parametric probability density functions are assumed whose parameters are either obtained from training sets or, in more elaborate schemes, are estimated in an iterative segmentation-estimation scheme.

Paragios and Tziritas [90] and Ayer [6] are examples of methods in which the observed data is modeled as a mixture of unimodal distributions (e.g. [107] [115] [116] [19]). Paragios and Tziritas compensate for the camera motion with a dominant motion estimator and model the displaced frame difference as a mixture of two Laplacians corresponding to the static and to the mobile assumption, respectively. Spatial constraints are imposed by modeling the label field as a Markov Random Field. Ayer assumes parametric motion models for a known number of objects and adopts a Gaussian model for the distribution of the motion-compensated intensity differences for each object. In the Expectation Maximization framework he treats the motion-compensated intensity dif-
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ferences as the observed data and the label field as the hidden data. Such approaches based on the statistics of the motion-compensated intensity differences implicitly or explicitly require a global motion model, either for the background and/or for the objects present in the scene. In the former case, the assumption that a number of objects move in front of a static (or rigidly moving background) may be violated (or the dominant motion estimation may fail). In the latter case, a global parametric motion model imposes rigidity assumptions.

In the mixture decomposition framework a number of methods have been developed in which multivariate multimodal distributions have been used in order to model the statistical properties of complex objects [85] [22] [82]. Oliver et al. model with a mixture of multivariate Gaussians the color (in normalized RGB space) and position properties of the face and the background in a facial-expression recognition system. Prior knowledge is incorporated by estimating the parameters of the “face Gaussians” from a training set. The derived model adaptively modifies its parameters by an online version of the Expectation Maximization algorithm at each frame. The label field is obtained using the maximum a posteriori probability criterion, once the parameters of the models are estimated. Chalom also utilizes the Expectation Maximization algorithm in the statistical modeling framework. In his work the motion and color properties of each object are modeled as a mixture of multivariate Gaussians. The number of the modes and the parameters of the Gaussians for the first frame are obtained by applying the Expectation Maximization algorithm on training data obtained by a user interaction phase. The training data for each of the objects are provided at pixels marked by a user-defined scribble. Once the parameters of the Gaussians are estimated a classification of each pixel according to the Maximum Likelihood principle provides the label field for the current frame. A motion-based projection of the “training-scribble” of the current frame into the next frame, provides the “training-scribble” on which the mixture parameters for the object in question will be estimated in the next frame. In an extension of the work of Chalom, O’Connor et al. [82] update the stochastic model of each object in the scene by iteratively applying the Expectation Maximization algorithm at each frame. In their work no temporal tracking was performed.

In terms of the above classification, our method is closer to the approaches of the third category and in particular the works of Oliver et al. [85] and Chalom [22]. In both a mixture model is used for representing the statistical properties of the objects. Since a priori knowledge, and therefore training data, of the domain is not available ([85]) we adopt a user interaction phase with scribbles as in [22]. In contrast to [22] we do not estimate the statistical properties of the objects only on the user scribbles. Instead, we use the user scribbles as markers in a color watershed segmentation [65] [64] [100] and the statistical properties of the objects are estimated on the resulting label field. Furthermore, similarly to [82], we iteratively update the objects’ models iteratively at each frame by minimizing a well-defined probabilistic measure. In contrast to [82] we address the temporal aspect of the label field by defining an initialization of the objects’ models based on a motion-compensated projection. Finally, in our approach the labeling is based on a probabilistic classification of segments that result from an initial color segmentation and not of pixels as in all above-mentioned methods. We assume that the data at points inside the same “color segment” is generated by the same process. This
allows us to express the local object distributions as functions of the color segments’ statistical representations and perform the classification at a segment level. This reduces the computational cost and introduces spatial constraints that inhibit noisy label fields with isolated pixels. Furthermore, a classification at segment level is more robust than that at pixel level, since features like motion and color characteristics are more reliably estimated for a color segment than for a single pixel. This holds especially for motion where erroneous estimations at problematic areas are quite common.
Chapter 3

Sequential Motion Estimation and Segmentation

In this chapter we present a method for motion-based segmentation of image sequences under the assumption that the number of the objects is known and that the motion of each object can be described by an affine parametric model\(^1\). A two-stage approach is adopted, where the motion estimation and the labeling are performed in subsequent stages (fig. 3.1). In the first stage a set of motion hypotheses is extracted and in the second stage segments that are extracted in an intensity segmentation phase are labeled according to motion-based properties and a model of the label field.

\(^1\)A preliminary version of this work appears in [91]

Figure 3.1: Outline of the sequential approach
More specifically, in the motion hypotheses extraction stage (Stage 1 in fig. 3.1) a motion field is estimated using a hierarchical block-matching algorithm. A clustering into a known number of affine models provides the hypotheses of the kinematic behavior of the objects in the scene. The goal is the accurate extraction of the parameters of the affine motion models given that the estimated motion field is bound to be inaccurate. In order to deal with the inaccuracies in the dense motion field, we developed a clustering method which uses robust statistics and motion-specific confidence measures.

In the labeling phase (Stage 2 in fig. 3.1) each of the segments that result from the intensity segmentation phase is given an object label according to the motion hypothesis to which it conforms. The property used to quantify the degree of conformity of the motion of an intensity segment with each of the extracted motion hypotheses is based on the motion-compensated intensity differences defined over the pixels of the segment. A zero-mean Laplacian distribution is used to model the motion-compensated intensity differences for each object. Furthermore, a model of the label field itself is developed in order to enforce its spatial homogeneity. To encourage spatial homogeneity we model the label field as a Markov Random Field where cliques are defined as pairs of neighboring intensity segments. With this modeling the labeling problem is transformed in a well-defined optimization problem, where the objective is the maximization of the conditional \textit{a posteriori} probability of the label field given the motion hypotheses. An iterative deterministic relaxation algorithm is used to solve the optimization problem.

The remainder of the chapter is organized as follows. In section 3.1 we describe the initial intensity segmentation algorithm and in section 3.2 we present the motion hypotheses extraction stage. Section 3.3 describes modeling the conditional \textit{a posteriori} probability of the label field given the motion hypotheses. Finally, in section 3.4 conclusions are drawn.

### 3.1 Intensity segmentation

At the lower level of the proposed method (fig. 3.1) an intensity segmentation algorithm is applied on the current frame. We aim for conservative partitioning of the current frame, such that significant object boundaries are not violated. That is, we favor oversegmentation since the proposed method is not able to recover from initial undersegmentation by splitting a segment that does not entirely belong to a single object. Although the choice of the intensity segmentation method is not restrictive to the generality of our approach we favor methods which consider the intensity gradient rather than clustering approaches. For its low computational complexity and good edge localization accuracy we use the watershed segmentation algorithm \[12\]. A filtering with morphological operators \[101\] with a small \((3 \times 3)\) structuring element is used for a nonlinear smoothing of the current frame. Once the noise level is reduced the morphological gradient is estimated and segment \textit{markers} are extracted as areas where the gradient is lower than a threshold (fig. 3.2). The flooding procedure described by Vincent \[110\] provides the final partition.

The threshold for the marker extraction is a user-specified prediction of the upper threshold for the gradient within each object. The underlying assumption is that within
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Each significant object exists an area that is smooth enough so that the gradient magnitude is lower than the threshold. Edges with gradient magnitude smaller than the threshold are not preserved. It should be noted that the threshold is not directly related with the amount of texture within a segment. During the flooding procedure a segment will encapsulate some of the pixels which lie between its marker and the marker of the neighboring segment and have a higher gradient magnitude than the threshold (fig. 3.2).

The proposed intensity segmentation method has been used throughout the thesis and experimental results are presented in the corresponding sections. In general, it exhibited good localization accuracy for a wide variety of image sequences. Here we will present results for the image sequences "train" and "sunflower garden", the latter serving as an example of its limitations. The original frame and the corresponding intensity segmentation for the "train" sequence are depicted in fig. 3.3. This figure illustrates a typical initial segmentation obtained for the image sequences used in this dissertation. Although the localization accuracy cannot be easily observed due to the severe oversegmentation, it will become apparent when the intensity segments are labeled according to their motion characteristics.

As any intensity segmentation algorithm, the proposed method cannot guarantee that all of the object edges will be preserved. Besides the obvious case where the ob-
ject edge does not coincide with an intensity edge, the proposed method also fails for very thin and elongated objects. The reason is that, although small, the morphological operators that are used for the estimation of the gradient indicate high gradient magnitude and therefore no marker is set within such objects. An example is shown in fig. 3.4, where we present the 10th frame and the corresponding intensity segmentation for the “sunflower garden” sequence. The method operates well for the trunk and the large branches of the tree but, as expected, merges the thin branches with the sky.

Figure 3.4: 10th frame and the watershed segmentation for the “sunflower garden” sequence

Once the intensity segments are extracted a Region Adjacency Graph (RAG) can be built to express the neighborhood relations between them. Let us define the mathematical notation that will be used for the rest of the thesis. We denote with \( s \in [1 \ldots K] \) the set of watershed segments, with \( G_S \) the set of pixels in the watershed segment \( s \) and with \( R = (V, E) \) the corresponding RAG. The set of nodes \( V \) is the set of watershed segments and \( E \) the set of edges that connect neighboring segments. Let us also denote with \( N_s \) the set of neighbors of segment \( s \).

\[
N_s = \{ s' : (s, s') \in E \} \quad (3.1)
\]

### 3.2 Motion Hypothesis Extraction

In this stage, the goal is the extraction of a set of hypotheses about the kinematic behaviors of the objects in the scene. In order to do so we need to address the following issues

1. What is a “motion hypothesis”.
2. Which features are used.
3. What is the estimation technique.

The first issue is related to our assumptions about the kinematic behavior of each object and typically it includes the type of the motion model that is used. The higher the order of the model, the more complex the object motions that it can describe but also the less robust the estimation of its parameters. Furthermore, the higher the order
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of the model, the higher the dimensionality of the solution space (i.e. motion parameters and label field). Given that there is inevitable noise in the observations based on which the motion parameters will be estimated, higher dimensionality also implies a larger number of spurious local minima. A good compromise between robustness and complexity which is widely adopted in the motion-based segmentation and tracking framework is the affine model. Such a model is also adopted in the context of the method developed in this chapter as sufficient to describe the 2D motion field induced by each object. Such a model, described in eq. 3.2, is linear with respect to the motion parameters and describes rigid 2D motions with translational, rotational and skew components. This corresponds to 3-D affine motion of planar surfaces under an orthographic camera model [105]. More specifically, let us denote with $l = (x, y)$ a pixel and with $\theta = \{\theta(1), \ldots, \theta(6)\}$ the affine parameters that describe the kinematic behavior of the object to which the pixel $l$ belongs. Then, the model-generated motion vector $\mathbf{v}_l$ at pixel $l$ is given by the following equation:

$$\mathbf{v}_l = \begin{bmatrix} \theta(1)x + \theta(2)y + \theta(3) \\ \theta(4)x + \theta(5)y + \theta(6) \end{bmatrix}$$

(3.2)

The second issue is related to the kind of evidence that is used in order to estimate the model parameters. The methods in the literature we can be divided in the following two groups:

**Indirect methods**, which estimate the parameters of the model based on an independently estimated motion field (e.g. [1], [74], [113]).

**Direct methods**, which estimate the parameters of the model by considering such “raw” features as the image intensities or the intensity derivatives (e.g. [83], [14]).

An in-depth discussion about the differences of the direct and indirect approaches goes beyond the scope of this thesis. Let us only note that the intensity-based evidence can provide higher accuracy but is in general more susceptible to local minima. In order to overcome the problem, direct methods are usually incorporated in multiscale schemes. In the context of the method described in this chapter we adopt an indirect approach and in particular we adopt the block-matching estimation scheme. Despite the inefficiencies of the latter which are related to the fixed block size, fixed accuracy, computational complexity and (usually) absence of spatial constraints it is an estimator whose variants have been widely adopted in coding schemes. The reason is the simplicity in its concept and the high level of potential parallelism which makes it particularly suited for hardware implementations.

The questions that the third issue raises are related to the estimation of the parameters of multiple models in the presence of noisy measurements. This includes the definition of a quantitative measure of how well an observation (e.g. a motion vector) conforms to a given model. Typically, the definition of such a quantitative measurement expresses indirect assumptions about the type of the residual distribution (e.g. Gaussian, Laplacian, etc.). The residuals, that is, the discrepancies between an observation and the underlying model, originate from three different sources:
Violations of the model assumptions  Such a situation occurs if the model is not sufficient (e.g. it is of too low order) to describe the observations. An example is given in fig. 3.5(a) where a linear model is employed to describe the observations generated by a sine function.

Inaccurate observations  Such a situation occurs if, due to noise or failures in the measurement procedure, the observations are not accurate. In the case of indirect methods, residuals of this kind are produced due to the errors that are introduced by the motion estimation method. An example is given in fig. 3.5(b) where we depict the residuals of noise-contaminated observations generated from a linear model and the linear model itself.

Misclassifications  Residuals of this kind are connected to the clustering procedure and are caused by misclassifications of a number of observations. An example is given in fig. 3.5(c) where the observations are generated from two linear models.

A distinction between the three different types of residuals is not trivial since a residual usually originates from a combination of more than one source. Often, estimation schemes assume that the residuals follow simple distributions such as Gaussians. Such schemes are sensitive to the presence of large residuals of the second and third category. In order to deal with it, we develop a clustering method inspired from robust statistics and the C-Means algorithm [33]. In comparison to the original C-Means algorithm it has the following characteristics:

- An affine model is assumed to describe the data (i.e. motion cluster) within each cluster. In comparison, the original C-Means algorithm considers a translational motion model.

- Motion-specific confidence measures are incorporated in the clustering. Such measures attempt to identify wrongly estimated motion vectors and diminish their influence in the regression scheme. This is connected to residuals of the second category.
A robust regression method is employed for the estimation of the parameters of the models. This aims at decreasing the effect of large residuals in the parameter estimation. Such large residuals typically belong to the last two categories or to their combination.

The remainder of the motion hypotheses extraction section is organized as follows. In subsection 3.2.1 we will discuss issues related to the confidence measures and in subsection 3.2.2 we will describe the robust regression/clustering scheme. Experimental results will be presented in each of the two subsections.

### 3.2.1 Confidence measures

Motion estimators are known to be prone to errors originating from a variety of sources such as occlusion phenomena, absence of texture and support region that strives over motion discontinuities. Confidence measures have been developed by the realization that it is possible to identify such sources of errors and subsequently quantify the reliability of the estimation of a motion vector. The usage of such a quantification measure is two-fold. On the one hand, it can be incorporated in the estimation procedure itself in order to increase the estimation accuracy [43] [117]. On the other hand, it can provide useful information to the process in which the motion field is intended to be used. Lundmark et al. [61] use motion vector certainty in order to reduce the bit rate in video coding and Altunbasak et al. [3] in order to discard unreliable motion vectors in a regression scheme.

A number of methods have been developed in order to express the degree of confidence in an estimated motion vector (e.g. [30] [102]). Most of them are developed having in mind motion estimation techniques that rely on the optical flow constraint and lead to confidence measures in terms of the eigenvalues of the covariance matrix of the spatial derivatives of the intensity. Barron et al. [7] suggest using of the minimum eigenvalue as a measure of reliability, while Ghosal and Vanek [43] suggest the sum of the eigenvalues. While the first utilize the confidence measure in order to evaluate the accuracy of the motion estimator at different densities of the motion field, the latter incorporate it in the estimation scheme and impose anisotropic smoothness constraints. Simoncelli et al. [103] formulate the motion estimation problem in a probabilistic framework in order to derive probabilistic distributions of the motion. Although his approach is not primarily aimed at the derivation of a scalar confidence measure, he computes one as the trace of the covariance matrix of the a posteriori probability of the motion vector. The latter is derived by modeling the prior distribution of the motion vector, the noise in the estimation of the derivatives and the discrepancy between the “true” motion field and the apparent motion field. Dev et al. [30] arrive at a similar measure by performing an error analysis of the assumed image motion model. In another similar approach, Yoshida et al. [117] propose a measure which quantifies the sensitivity of the block-based motion estimator in certain directions. The measure is defined in terms of the spatial intensity derivatives and is used to merge blocks with the same directional sensitivity in order to re-estimate more reliably their motion. His method does not seem to estimate the reliability of the estimated motion vector but rather the expected sensitivity of the estimation in various directions. Finally, for the
block matching estimator Lundmark et al. [61] use as confidence measure the weighted sum of the motion-compensated intensity differences in the block in question. Such measure does not take into consideration the statistics of the motion-compensated intensity differences in for example flat areas and does not adapt to the different image sequences.

Our motivation for the development of a confidence measure is to reduce the effect of wrongly estimated motion vectors in a regression/clustering scheme where the motion parameters will be extracted. To the best of our knowledge, all current schemes that are faced with such a problem discard motion vectors whose either confidence is higher than a threshold or their rank based on the confidence measure is higher than a threshold. Such an approach has the disadvantage that a method has to be developed for adapting the threshold according to the characteristics of the scene. This becomes especially difficult if the design of the confidence measure does not allow a meaningful relative comparison between two confidence measures. An example of such a confidence measure is the motion-compensated intensity difference and a counterfeit example the measure derived by Dev et al. [30]. Furthermore, with the exception of [117] and [61], the above mentioned confidence measures were developed for motion estimators that are based on the optical flow constraint. Although there are a lot of common elements between the various estimation schemes, the errors depend on the particular estimator that is employed. Here, we will concentrate on a hierarchical block-matching motion estimation scheme and derive confidence measures that express the confidence in the estimated motion field. Like Simoncelli, we formulate the motion estimation problem in the probabilistic framework and derive the confidence measures in terms of the \textit{a posteriori} probability of the estimated motion vectors at each level of the multiscale scheme. In contrast to him we do not make assumptions about the prior distribution of the motion vector and estimate the \textit{a posteriori} probability of the motion vector by an estimation of the prior distribution of the intensity which is provided as a by-product of the search scheme. The type of the conditional probability distribution of the motion-compensated intensity differences is derived from the objective criterion of the block-matching motion estimator and all parameters are estimated from the data itself. Data is provided as a by-product of the motion estimation procedure and the estimation of the probabilities is incorporated in the multiscale scheme. The method does not require the estimation of spatial or temporal derivatives which can introduce additional noise.

The remainder of this subsection is organized as follows. First, we express the block-matching motion estimation scheme in a probabilistic framework as a Maximum Likelihood estimator. Based on the objective criterion of the block-matching estimator assumptions are made about the type of the probability distribution of the motion-compensated intensity differences. Then, based on these assumptions, we derive the confidence measures in terms of the \textit{a posteriori} probability of the motion vectors and present experimental results for image sequences for which the motion is known (appendix D).
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Figure 3.6: Hierarchical block-matching motion estimation: Block $B_h$ and its ancestors $B_{i,j}^h$ at level $h$

Block-Matching Motion Estimation in the Probabilistic Framework

Block-based motion estimators belong to a general class of estimators that utilize the **Intensity Conservation Principle**, that a pixel and its correspondence in a successive frame are expected to have the same intensity value. They attempt to overcome the *ill-posedness* of the correspondence problem by adopting a support region in the form of a block, and estimate a motion vector for the whole block. The motion vector is estimated as the one that minimizes an objective criterion which, typically, is either the Mean-Absolute Displaced Block Difference or the Mean-Square Displaced Block Difference. While the analysis that follows is based on the former objective criterion, it is almost straightforward to derive the confidence measures for the latter. Formally, at each level $h$ the motion vector $\hat{m}_{i,j}^h$ is estimated for each block $B_{i,j}^h$ (fig. 3.6) such that:

$$\hat{m}_{i,j}^h = \arg\min_{\mathbf{v}} D_{i,j}^h(\mathbf{v})$$  \hspace{1cm} (3.3)

where,

$$D_{i,j}^h(\mathbf{v}) = \sum_{j' \in B_{i,j}^h} |I(j') - I^\sim(j' - \mathbf{v})|$$  \hspace{1cm} (3.4)

With $i$ we denote the pixel in the center of the block, and with $B_{i,j}^h$ the set of the pixels in the block. With $I$ and $I^\sim$ we denote the image intensities in the current and previous frame respectively.

In what follows we will prove that the block-based motion estimator as defined by eq. 3.3 is equivalent to a Maximum Likelihood estimator under the assumption that the motion-compensated intensity differences follow independent Laplacian distributions. Under this assumption, the conditional probability of the intensities in the previous frame, given the motion vector $\mathbf{v}$ for the block $B_h$ and the intensities in the current
frame is given by:

\[ P(I^-|I, v_1 = v) = \prod_{j \in B_k} p(I^-(\hat{j} - v_1)|v_1 = \hat{v}, I(\hat{j})) \]

\[ = \prod_{j \in B_k} \frac{\lambda}{2} e^{-\lambda|I(\hat{j}^-) - I(\hat{j} + v)|} \]

\[ = \left( \frac{\lambda}{2} \right)^{|B_k|} e^{-\lambda P(\lambda)(v)} \]  

where the dependence on the level \( h \) of the multiscale scheme is omitted for notational simplicity. Since \( v \) is independent of \( \lambda \) it is straightforward that the maximization of the likelihood given by eq. 3.7 with respect to \( v \) is equivalent to the minimization described in eq. 3.3.

With the above derivations we have proven that the minimization performed by the block-based estimator (eq. 3.3) is equivalent to the Maximum Likelihood estimation. The parameter \( \lambda \) in eq. 3.6 is related to the deviation of the distribution. As such, it does not influence the location of the minimum but only the “width” of the distribution and therefore its value does not influence the motion estimation under the Maximum Likelihood criterion. On the other hand, the larger the deviation is, the lower is the relative importance of the differences in the objective criterion. The latter is depicted in fig. 3.7 where the likelihood ratio of two different candidate motion vectors is drawn as a function of the \( \lambda^{-1} \). Each curve depicts the likelihood ratio for a certain value of the difference in the corresponding \( D(v) \)'s (i.e. \( D(v1) - D(v2) = d \), for different \( d \)). It is apparent, that the larger the deviation is, the closer the likelihood ratio is to one. Thus, the larger the deviation is, the less is our confidence in the candidate motion vector that generates the smaller of the \( D(v) \). Let us note that the likelihood ratio can be useful as a confidence measure only when precisely two candidate vectors are available and was introduced here mainly in order to illustrate the importance of a good estimation of the parameter \( \lambda \).

In general, the statistics of the motion-compensated intensity differences depend on the image sequence in question. In what follows, we make the hypothesis that they also depend on the local intensity variation. Our hypothesis is that \( \lambda \) is correlated to the amount of texture in the block and more specifically that it is inversely linear to the standard deviation of the intensity in the block in question (i.e. \( \lambda_{B_k} = \frac{\sigma}{\sigma_{B_k}} \)). Although the linearity is not guaranteed, it is to be expected that the higher the degree of texture, the higher the variation in the observed motion-compensated intensity differences. This hypothesis has been tested in a number of image sequences and here we present results for two of them (\( Y1 \) and \( R1 \)) in which the degree of texture and the type and magnitude of motion vary significantly as explained in appendix D. In fig. 3.8 we present the inverse of an estimation of \( \lambda \) as a function of the within-block deviation of the intensity \( \sigma_B \). In the same figure we present the lines fitted with the Least Squares criterion, on the one hand under our hypothesis and on the other hand under the usual assumption that \( \lambda \) is invariant to the local intensity deviation. It is clear that \( \lambda \) is highly correlated to the within-block intensity deviation and therefore our modeling follows more closely the true statistics of the motion-compensated intensity.
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Figure 3.7: Likelihood ratio of two candidate motion vectors $\mathbf{v}_1$ and $\mathbf{v}_2$ as a function of the inverse of $\lambda$. Curves are drawn for different values of the differences in the corresponding $D(\mathbf{v}) (d = D(\mathbf{v}_1) - D(\mathbf{v}_2))$

Confidence measures

The block-matching motion estimator minimizes eq. 3.3 with a search scheme that evaluates different candidate motion vectors ($\mathbf{v}$) in terms of the objective criterion. In what follows, we will utilize the data provided by them in order to estimate the a posteriori probability of the best (and therefore chosen) candidate motion vector ($\hat{\mathbf{v}}_1$). By using the theorem of Bayes and the total probabilities [88] we have that:

$$P(\mathbf{v}_1 = \hat{\mathbf{v}}_1 | I^+, I) = \frac{P(I^+ | \mathbf{v}_1 = \hat{\mathbf{v}}_1, I)P(\mathbf{v}_1 = \hat{\mathbf{v}}_1)}{\sum_\mathbf{v} P(I^+ | \mathbf{v}_1 = \mathbf{v}, I)P(\mathbf{v}_1 = \mathbf{v})}$$

(3.8)

where with $P(\mathbf{v}_1 = \mathbf{v})$ we denote the a priori probability of a motion vector. With an appropriate modeling we can incorporate domain knowledge and/or utilize smoothness constraints. However, such issues which are not addressed in the classical block matching algorithm are not considered also in our analysis which assumes a uniform a priori distribution. Let us for notational simplicity denote with $\beta$ the a posteriori
Figure 3.8: The inverse of the estimation of $\lambda$ (i.e. $\hat{\lambda}^{-1}$) as a function of the within-block standard deviation of the intensity $\sigma_B$ and the LS line fitting under the assumptions (i) that $\lambda$ is constant and (ii) that it is inversely proportional to $\sigma_B$

probability. Then eq. 3.8 and eq. 3.7 imply that:

$$g_k = \left( 1 + \sum_{\nu \neq \hat{\nu}_i} e^{-\lambda \nu_i (D_k(\nu) - D_k(\hat{\nu}_i))} \right)^{-1}$$

(3.9)

$$g_k = \left( 1 + \sum_{\nu \neq \hat{\nu}_i} e^{-\pi \sigma_B^2 (D_k(\nu) - D_k(\hat{\nu}_i))} \right)^{-1}$$

(3.10)

Note that the estimation of the \textit{a posteriori} probability, as defined in eq. 3.10, depends on the search scheme that the particular block matching motion estimator employs. Loosely speaking, it gives a measure of how prominent the local minimum in $\hat{\nu}_i$ is, in terms of how much lower $D_k(\hat{\nu}_i)$ is than the $D_k(\nu)$ of the other candidate motion vectors.

As far as the parameter $\beta$ is concerned, its value is assumed to be characteristic of the current frame, that is, its value is assumed to be the same for each block. It is estimated as:

$$\hat{\beta} = E \left\{ \frac{\sigma_B}{D_k(\hat{\nu}_i)} \right\} \approx \left( \frac{\sigma_B}{D_k(\hat{\nu}_i)} \right)$$

(3.11)

that is, as the mean value of the ratio of $D_k(\hat{\nu}_i)$ with the standard deviation of the intensity in block $B_i$. Clearly, the mean is estimated over all blocks $B_k$. Note that the estimation is with the Least Squares criterion but more robust estimates can be easily obtained. Since the images at each level are filtered and subsampled versions of the ones at the lower level, the statistics of the motion-compensated intensity differences differ from level to level and the parameter $\beta$ is re-estimated at each level. Furthermore,
the \emph{a posteriori} probabilities provide a measure of confidence in the estimation at each level of the hierarchy. Clearly, there is a need to combine the evidence provided at each level in order to derive a measure that expresses the confidence in the multiscale motion estimation. Let us for notational simplicity denote with \( g^h \) the \emph{a posteriori} probability \( P(\mathbf{x}_l^h = \hat{\mathbf{x}}_l^h | I^+, I) \) of the component of the motion vector estimated in level \( h \). If the estimations at each level are considered independent, the probability that all of the \( \hat{\mathbf{x}}_l^h (1 \leq h \leq H) \) are estimated correctly is equal to the product of \( g^h \).

Experimentally however, we have found that the mean value of the \( g^h \) is a slightly more reliable measure. Formally, the confidence measure is defined as:

\[
\alpha_l = \frac{P(\mathbf{x}_l^0 = \hat{\mathbf{x}}_l^0 | I^+, I)}{\sum_{h=1}^{H} g^h} \quad (3.12)
\]

Note, that we introduced the assumption that the value of \( \lambda \) is inversely linear to the local intensity variation only in the last step of the derivations of the \emph{a posteriori} probability (i.e. eq. 3.8 to eq. 3.10). Therefore, our method can be easily adapted to another modeling of \( \lambda \) as long as an estimation scheme for the parameters of the model can be provided in place of eq. 3.11.

\section*{Computational Issues}

The \emph{a posteriori} probabilities at each level \( h \) are estimated from the Displaced Block Differences for each candidate motion vector. Except of the computationally inexpensive estimation of the deviation of the intensity within each block, the rest of the data that are used are a by-product of the search scheme. Therefore, from the data acquisition point of view we, practically, do not introduce any additional computational burden.

On the other hand, the estimation of the \emph{a posteriori} probabilities is not possible until an estimation of the value of \( \beta \) is available. Practically, this means that the Displaced Block Differences need to be stored until \( \beta \) is estimated. The additional memory requirements depend naturally on the cardinality of the set of the motion vector candidates that the particular motion estimator employs. In the case that memory restrictions are too hard to allow such a scheme, an approximation can come by estimating the \( g^h \)'s using the value of \( \beta \) estimated for the previous frame and simultaneously estimating the value of \( \beta \) that will be used for the estimation of \( g^h \)'s for the next frame. Such an approach which assumes consistency of the statistics of the motion-compensated intensity differences in subsequent frames, introduces no additional computational costs or delays.

\section*{Experimental Results}

In order to examine the validity of the derived measure we have conducted a number of experiments with synthetically generated data (appendix D). Here, we will present results for the image sequences \textbf{C1}, \textbf{R1}, \textbf{Y1} and \textbf{S5}. Each of the sequences exhibits different characteristics in terms of the amount of texture and the motion magnitude, as outlined in appendix D. The multiscale motion estimator was extended to half pixel
accuracy and for the above-mentioned sequences 2, 1, 4 and 5 levels were used, respectively. Overlapping blocks were used and dense motion fields were derived.
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Figure 3.9: Norm $L_1$ of the true motion estimation error (in pixels) as a function of the rank of the confidence measure $\mathcal{C}$. For “S5 Ground Truth” the ranking is based on the true error instead of $\mathcal{C}$.

The original frames of the image sequences as well as the corresponding estimated motion fields are presented in appendix D. In fig. 3.9 we present the norm $L_1$ of the true estimation error (i.e. $||\hat{V}_1 - \bar{V}_1||_1$) as a function of the rank of $\mathcal{C}_1$ (100 pixels with consecutive ranks are used for each point in the plot). It is clear that the derived confidence measure is highly correlated to the true estimation error for all of the test sequences. As fig. 3.9 reveals, higher rank according to $\mathcal{C}_1$ implies, to a large extent, a small estimation error. In order to demonstrate the accuracy of the derived measure we present in fig. 3.9 the “ground truth” ranking for the image sequence S5 (“S5 Ground Truth”). The curve S5, derived by ranking according to the proposed confidence measure, follows the “ground truth” curve quite closely. What is also clear, is the limitations that the measures that depend on rank information only have (e.g. [7]); the rise in error in “S5” starts at a much earlier point due to the larger degree of presence of occlusions. In fig. 3.10(a) and fig. 3.10(b) we present the norm $L_1$ of the error as a function of the confidence measure and in fig. 3.11. It is clear that the derived confidence measure adapts well to the presented sequences even though the type and magnitude of motion, the degree of texture and the degree of presence of occlusions differ significantly. For all of the sequences the only parameter (i.e. $\beta$) was estimated from the data by eq. 3.11.

Finally, in order to illustrate the localization accuracy, we present in fig. 3.11 and fig. 3.12 the norm L1 of the estimation error and the confidence measures as images for the sequences R1 and S5, respectively. For illustration purposes the images are linearly stretched. It is clear that although the sequences R1 and S5 are very different, for both of them the structure of the image of confidence measures follows very closely the structure of the true error in the motion estimation. Note that the large areas in the S5 sequence with low confidence are due to occlusions that originate from motions large in magnitude.
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Figure 3.10: Norm $L_1$ of the estimation error (in pixels) as a function of the confidence measure $c$

3.2.2 Clustering

Once the confidence measures are estimated, we incorporate them in a robust clustering technique in order to extract the set of motion hypotheses. Assuming that the number of motion hypotheses $N$ is known, our goal is the estimation of $\Theta = \{\theta_n\} : n \in [1 \ldots N]$, where $\theta_n$ denotes the set of the affine parameters for motion hypotheses $n$ (eq. 3.2). We do so by minimizing the following objective function with respect to $\Theta$ and $L$:

$$J(\Theta, L) = \sum_{n=1}^{M} |G_n| \rho \left( \sigma_{r_n}(\theta_n) \right)$$

where $L_s$ is the cluster index (label) of the intensity segment $s$ and $G_n$ the set of pixels that belong to segment $s$. With $r_1$, we denote the motion residual for pixel $i$, which is the $L_2$ norm of the difference vector of the estimated motion vector $\hat{\mathbf{v}}_i$ and the model-generated motion vector $\mathbf{v}(\theta_n)$. The quantity $r_n(\theta_n)$, which is defined in terms of the motion residuals of the pixels belonging to segment $s$ can be loosely interpreted as a kind of a segment-based motion residual. Finally, $\rho()$ is a function the choice of which determines the shape of the objective function in terms of the relative influence of residuals of different magnitude. Two classical examples are the quadratic operator, which assigns a cost which is the square of the magnitude of the residual, and the Tukey bi-weight operator, which assigns a constant cost to residuals that are larger than a certain threshold.

In the case that (a) the confidence measures are ignored (i.e. $c = 1$), (b) the function $\rho$ is the quadratic function and (c) each intensity (color) segment consists of a single pixel, the proposed measure is the well-known $L_2$ norm used in the original C-Means algorithm [33]. By using the confidence measures $c$ we limit the influence of the erroneous motion vectors, that is, the influence of the second type of residuals (p. 28). The function $\rho()$ belongs to the family of M-estimators [63], which are widely
(a) Linearly stretched error norm $L_1$. High intensity values indicate low true error

(b) Linearly stretched confidence values. High intensity values indicate high confidence values

Figure 3.11: True error in motion estimation and confidence measure for image sequence R1

used in robust regression, clustering and reconstruction schemes (e.g. [63] [15]). Such functions are more robust in the presence of outliers, that is, of measures that do not conform to the assumed model. We have used the Geman-McClure function (eq. 3.14) a plot of which is depicted in fig. 3.13 for different values of the scale parameter $\sigma_c$.

$$\rho(\sigma_c, x) = \frac{x^2}{\sigma_c^2 + x^2}$$

(3.14)

As far as the role of scale parameter is concerned let us note that for $\sigma_c \rightarrow \infty$ the $\rho(\cdot)$ tends to be equivalent to the quadratic operator. Practically, since the magnitude of the estimated motion vectors is at most in the order of tens of pixels, $\rho(\cdot)$ is essentially equivalent to the quadratic operator for a value of $\sigma_c$ equal to the larger motion residual (i.e. in the order of ten). At the other extreme, a very small value of $\sigma_c$ penalizes practically equally every residual, independently of its magnitude.

In the context of our method, the role of the M-estimator $\rho(\cdot)$ [63] is to robustify the estimation step of the modified C-Means algorithm, that is, the optimization with respect to the motion hypotheses $\Theta$, by reducing the influence of (a) wrongly classified intensity segments and (b) segments which contain large residuals that their influence was not reduced enough by the confidence measures. Finally, the proposed method imposes a common fate on pixels who belong to the same intensity segment. As a result, the computational complexity is drastically reduced, as will become apparent when the optimization procedure is described.
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(a) Linearly stretched error norm \( L_1 \). High intensity values indicate low true error

(b) Linearly stretched confidence values. High intensity values indicate high confidence values

Figure 3.12: True error in motion estimation and confidence for image sequence S5

Optimization

In order to minimize \( J(\Theta, L) \), we follow a procedure which iterates between an estimation and a classification phase. In the classification phase a minimization with respect to \( L \) takes place, where the motion hypotheses that are used were estimated in the previous iteration. Since no interdependencies exist in the label field \( L \), that is, the label \( \ell_s \) of a segment \( s \) does not influence the label of any other segment \( s' \), the labeling is performed independently for each segment. Trivially, each segment is assigned the object label \( n \) that minimizes the cost under the motion hypothesis \( \theta_n \). Formally,

\[
l_s = \arg \min_n \rho(\sigma_s, r_s(\theta_n))
\]

(3.15)

Figure 3.13: Function Geman for \( \sigma_c = 5 \) and \( \sigma_c = 1 \)
Sequential Motion Estimation and Segmentation

In the estimation phase, a minimization with respect to $\Theta$ takes place. The solution is given by differentiating $J(\Theta, L)$ with respect to each set of parameters $\theta_n$. After some derivations:

$$\nabla_{\theta_n} J(\Theta, L) = 0 \implies \sum_{\{x|t_x=n\}} \left( w_s(r_s(\theta_n)) \sum_{i \in G_s} c_i \nabla_{\theta_n} r_i(\theta_n)^2 \right) = 0$$

$$\iff \sum_{\{k|t_k=n\}} w_s(r_s(\theta_n)) \nabla_{\theta_n} r_k(\theta_n)^2 = 0 \quad (3.16)$$

where $w_s(x) = \frac{1}{2} \frac{dp(x)}{dx}$. Eq. 3.16 is non-linear with respect to $\theta_n$ and a closed formed solution cannot be obtained. A usual way of solving eq. 3.16 is the Iterative Reweighted Least Squares (IRLS) method [46], which iterates between a calculation of $w_s$s given $\theta_n$ and an estimation of $\theta_n$ given the $w_s$s. As its name implies, the latter is equivalent to the least-squares solution, if each equation is weighted with the corresponding weight $w_s$. That means that the system which needs to solved at each iteration of the IRLS method is linear with respect to the parameters $\theta_n$.

Since the optimization procedure is essentially a gradient descent technique, convergence is guaranteed only to a local minimum which depends on the initializations. Furthermore, the lower the value of the scale parameter $\sigma_c$, the smaller the influence of segments that do not conform with the already estimated motion parameters to their re-estimation; therefore, the higher the danger of getting trapped in a local minimum. In order to deal with the latter, we adopt a scheme in which $\sigma$ is gradually reduced. The scheme corresponds to least-squares estimations in the first iterations and gradually reduces the influence of larger residuals.

Even with the use of an M-estimator, the dependency of the iterative clustering scheme on the initial values of the motion parameters, or equivalently their dependency on the initial labeling remains. In order to deal with it, we apply the clustering scheme for a number of epochs with different initializations and choose the best in terms of the objective function $J(\Theta, L)$. The value of the scale parameter $\sigma_c$ that is used for such a validation is estimated as the normalized weighted standard deviation of the motion residuals at the iteration which yields the smaller normalized weighted standard deviation of the motion residuals. For the initialization of the parameters at each epoch of the clustering scheme we use the following procedure. A random variable is associated to each of the affine parameters as depicted in Table 3.1. Each random variable corresponds to the solution with respect to the parameter in question, under the constraint that all the other parameters are zero. The initialization is then obtained by uniform sampling in the hyper-parallelepiped which is defined by the second order moments of the random variables. For example, the parameter $\theta(1)$ for the cluster $n$ is initialized by uniform sampling in the range $[-2\sigma_{u_n} \ldots 2\sigma_{u_n}]$, where $\sigma_{u_n}$ is the standard deviation of the horizontal component of the motion vectors.

Finally, as far as the computational complexity is concerned, we should note that the formulation of the objective function allows a computational complexity of $O(M)$ at each iteration, where $M$ is the number of intensity segments. That is, the complexity of the re-estimation with respect to $\Theta$ is $O(M)$ and of labeling a segment $s$ is $O(1)$. In comparison, the corresponding pixel-based clustering methods exhibit a computational
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<table>
<thead>
<tr>
<th>Affine Parameter</th>
<th>$\theta(1)$</th>
<th>$\theta(2)$</th>
<th>$\theta(3)$</th>
<th>$\theta(4)$</th>
<th>$\theta(5)$</th>
<th>$\theta(6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Variable</td>
<td>$\alpha_x$</td>
<td>$\alpha_y$</td>
<td>$v_x$</td>
<td>$v_y$</td>
<td>$v_x$</td>
<td>$v_y$</td>
</tr>
</tbody>
</table>

Table 3.1: Affine parameters and the associated Random Variables. $v_x$ and $v_y$ denote the horizontal and the vertical motion component, respectively.

In order to achieve the mentioned computational complexity we need to estimate intermediate matrices that allow (a) the computation of the segment motion residual $r_s(\theta)$ in $O(1)$ and (b) the construction of the linear systems that result from eq. 3.16 in $O(M)$. In order to do so let us define $a_x = [\theta(1) \theta(3) 1]$, $u_x(i) = [x_y 1 v_x]$ and similarly $a_y$ and $u_y$. Then

$$r_s(\theta)^2 = a_x^T \left( \sum_{i \in G_x} \alpha u_x(i) u_x(i)^T \right) a_x + a_y^T \left( \sum_{i \in G_y} \alpha u_y(i) u_y(i)^T \right) a_y \quad (3.17)$$

and the solution with respect to $[\theta_n(1) \theta_n(2) \theta_n(3)]$, as derived from eq. 3.16, is given by the $3 \times 3$ system that is defined from the first three equations of

$$\left( \sum_{i \in G_x} w_x \sum_{i \in G_x} \alpha u_x(i) u_x(i)^T \right) a_x = 0 \quad (3.18)$$

Since the matrix $\sum_{i \in G_x} \alpha u_x(i) u_x(i)^T$ depends neither on the affine parameters nor on the labeling it can be estimated once for each segment. Then, the calculation of $r_s$ reduces to a vector-matrix multiplication and the re-estimation of $\theta$ to an addition of $M$ matrixes and solving two $3 \times 3$ linear systems.

Experimental results

The motion extraction method has been tested in a large number of image sequences, both synthetic and real, and results are presented for the proposed algorithm as well as for methods derived from some combinations of its degenerate cases listed below.

(a) Confidence measures are not used ($c_x = 1$)

(b) Each segment consists of a single pixel ($|G_s| = 1$)

(c) The quadratic function is used instead of the M-estimator ($\sigma_c \to \infty$). This is equivalent to the Least Squares solution.

In what follows, we will present results for the proposed method (i.e. E) and its special cases (i.e. B-D) as these are depicted in Table 3.2.

For the synthetic sequence S5 where the ground truth is known, we present results in terms of accuracy in the estimated parameters. The results are summarized
Table 3.2: Proposed clustering method and its special cases

<table>
<thead>
<tr>
<th>Method name</th>
<th>Constraints</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>(a) &amp; (b) &amp; (c)</td>
<td>C-Means [33]</td>
</tr>
<tr>
<td>B</td>
<td>(b) &amp; (c)</td>
<td>Confidence based C-Means</td>
</tr>
<tr>
<td>C</td>
<td>(a) &amp; (c)</td>
<td>Segment-based C-Means clustering [3]</td>
</tr>
<tr>
<td>D</td>
<td>(c)</td>
<td>Confidence and segment-based C-Means</td>
</tr>
<tr>
<td>E</td>
<td></td>
<td>Proposed method</td>
</tr>
</tbody>
</table>

Table 3.3: Estimated motion parameters for S5 image sequence

<table>
<thead>
<tr>
<th>Method</th>
<th>$\theta(1)$</th>
<th>$\theta(2)$</th>
<th>$\theta(3)$</th>
<th>$\theta(4)$</th>
<th>$\theta(5)$</th>
<th>$\theta(6)$</th>
<th>$\sigma_{L_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td>0</td>
<td>0.03</td>
<td>0.1</td>
<td>0</td>
<td>-13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>0.0048</td>
<td>-0.0352</td>
<td>-0.76</td>
<td>0.056</td>
<td>-0.022</td>
<td>-7.13</td>
<td>10.05</td>
</tr>
<tr>
<td>B</td>
<td>0.0042</td>
<td>-0.0203</td>
<td>-1.01</td>
<td>0.055</td>
<td>0.084</td>
<td>-12.62</td>
<td>$\approx 0$</td>
</tr>
<tr>
<td>C</td>
<td>0.0116</td>
<td>-0.0560</td>
<td>0.87</td>
<td>0.029</td>
<td>-0.052</td>
<td>-5.73</td>
<td>$\approx 0$</td>
</tr>
<tr>
<td>D</td>
<td>0.0149</td>
<td>-0.0202</td>
<td>-0.39</td>
<td>0.054</td>
<td>0.094</td>
<td>-13.21</td>
<td>6.88</td>
</tr>
<tr>
<td>E</td>
<td>0.0007</td>
<td>0.0284</td>
<td>-1.95</td>
<td>0.10</td>
<td>0.002</td>
<td>-13.05</td>
<td>$\approx 0$</td>
</tr>
</tbody>
</table>

in Table 3.3 where the true and the estimated parameters are presented for the “object” (fig. D.4(a)). Equivalent, but slightly better estimates are obtained for the “background”. The main characteristic in this sequence is the large magnitude of motions which generate large occlusions and residuals large in magnitude (fig. 3.12).

It is clear from Table 3.3 that the incorporation of confidence measures in the clustering procedure significantly improves the accuracy of the estimation and that, as expected, the contribution is more significant for the segment-based methods. The last column of Table 3.3 depicts the variance of the weighted mean $L_2$ norm of the motion residual estimated over the different epochs. That serves as a measure of the dependence of the corresponding method on the initial values of the parameters.

Finally, let us note that the computational advantage of the segment-based methods is not only due to the lower complexity within each iteration (a factor of 84), but also due to the fact that convergence is achieved in fewer iterations. This is because that the solution space for the label field is drastically reduced in comparison to that in pixel-based methods. While for the first two of the methods presented in Table 3.3 convergence requires around 35 and 20 iterations respectively, the corresponding segment-based methods converge in around 12 and 9 iterations respectively. Even when the additional operations due to vector-matrix multiplications are taken into account, this leads to a total reduction in the computational complexity of a factor around 50.

For real image sequences where the ground truth is not known, the results are evaluated according to the labeling as well as according to the stability. Here, we will present results for the image sequences “train”, “sunflower garden” and “coast guard”.

The image sequence “train” is characterized by translational motions of large magnitude that generate large occlusions. In fig. 3.14 the 10th frame and the confidence measures on the corresponding estimated motion field are presented. A half-pixel ac-
3.2 Motion Hypothesis Extraction

Figure 3.14: 10th frame and the confidence measures of the corresponding estimated motion field for “train” sequence

accuracy motion estimator was used. The motion vectors that, due to occlusion phenomena, are unreliable are correctly identified. In fig. 3.15 we present the label fields at different stages of the optimization procedure for a typical good epoch of the proposed algorithm. It is difficult to evaluate the accuracy of the estimated motion parameter since there is no ground truth for this sequence. On the other hand the proposed method identifies quite reliably the region of support for the three dominant motion patterns. As will become apparent when the labeling stage is described, the extracted motion hypotheses are accurate enough to permit reliable labeling.

Figure 3.15: Evolution of the label field for “train” sequence. (Iteration 1, 3, 9 and 121)

In comparison to its special cases the proposed algorithm proves considerably more stable. The comparative results are summarized in fig. 3.16, where the weighted $L_2$ norm of the motion residual (denoted with $wL_2$) is presented for each of the five methods that are outlined in Table 3.3. For illustration purposes the epochs are sorted according to $wL_2$. What is relevant in fig. 3.16 is the number of epochs for which a low error norm is achieved. The results clearly illustrate that the methods that utilize the proposed confidence measure outperform the corresponding methods that do not by far. While the methods B and D converge to the solution of fig. 3.15 around 28% of the epochs, the corresponding methods A and C achieve a similar solution for 20% and 10% of the epochs, respectively. Furthermore, for the methods that do not utilize the confidence measures the objective function seems not so well behaved. There exist many local minima which are very similar in terms of the objective function but far in terms of the motion parameters. In order to illustrate the latter, we present in fig. 3.17
Figure 3.16: Weighted $L_2$ norm ($wL_2$) of the motion residual estimated at convergence at subsequent epochs. Large deviations from the minimum of each method indicate larger dependence of the method on the initialization of the motion parameters. For visibility purposes the epochs are sorted according to $wL_2$.

The label fields for two different epochs where the corresponding mean motion residuals at convergence were 22.10 and 22.88 respectively. Although the mean motion residuals at convergence are very similar, the corresponding label fields (and therefore the corresponding motion hypotheses) differ greatly. In comparison, a similar degradation in terms of the objective criterion for the methods B and D consistently results in a label field that assigns the label of the train in the foreground to the visible part of the sky (upper right corner of the image). Finally, the proposed algorithm converges exactly to the solution of fig. 3.15 for 63% of the epochs, more than twice as often as the second best of the examined methods.

Figure 3.17: Clustering results for two epochs of C-Means with very similar $L_2$’s at convergence.

As far as the computational complexity is concerned, the results are summarized in fig. 3.18. The initial intensity segmentation results in 2338 intensity segments, that is, the computational complexity at each iteration is reduced by a factor of 88 for the segment-based methods with respect to the pixel-based methods. When the quadratic...
function is used instead of the M-estimator the computational complexity is reduced by an additional factor of around 5 due to faster convergence in terms of iterations. However, once the M-estimator is used, the schedule by which \( \sigma_c \) is gradually lowered requires a fixed number of iterations which is on average three times larger than the number of iterations required by the pixel-based methods. The total reduction in computational complexity of the proposed method in comparison to pixel-based methods (taking into account the additional cost due to vector-matrix multiplications) is of a factor of roughly 10.

![Graph showing computational complexity](image)

**Figure 3.18: Computational complexity of the methods (logarithmic scale)**

Finally, we present results for the image sequence “sunflower garden” (fig. 3.19) where the apparent motion is generated due to camera motion. The different motion patterns are due to the relative difference in the distances of the objects from the camera. For this sequence we have conducted experiments for \( N = 2 \) and \( N = 3 \). In the former case, the behavior of the different methods is considerably more stable than in the case of the “train” sequence, and these converge almost consistently to solutions almost identical to the one presented in fig. 3.19(b). However, when \( N = 3 \), the proposed algorithm is the only one that converges to the solution presented in fig. 3.19(c); the rest of the methods fail to separate successfully the background.

### 3.3 Labeling Using Markov Random Field Theory

At the second stage of our method (fig. 3.1), the segments are labeled anew given the set of motion parameters \( \Theta \) as estimated in the motion hypotheses extraction phase. In comparison to the internal labeling in the clustering phase (section 3.2.2) there are two main differences. The first difference is that the labeling does not depend anymore on the estimated motion field. While, for the purpose of the motion hypotheses extraction the inaccuracies of the motion field can be tolerated by using confidence measures and an M-estimator, this is not the case for the purpose of labeling. If, for any reason, the...
motion vectors within a segment are wrongly estimated, the segment is most likely to be misclassified. Especially in occluded areas, misclassifications are to be expected. Instead, we rely on the motion-compensated intensity differences which do not introduce the artifacts that a feature estimation procedure introduces. The second difference is that we introduce spatial constraints by modeling appropriately the label field; such constraints were absent in the labeling of section 3.2.2.

More specifically, we aim at the maximization of the \( \text{a posteriori} \) conditional probability of the label field, given the estimate of the motion hypotheses \( \hat{\Theta} \) and the image intensities in the previous, current and next frame (denoted with \( I^- \), \( I \) and \( I^+ \) respectively). Using Bayes rule

\[
P(L|I, \hat{\Theta}, I^-, I^+) \propto P(I|L, \hat{\Theta}, I^-, I^+) P(L|\hat{\Theta}) \quad (3.19)
\]

The maximization of eq. 3.19 is equivalent to the minimization of the negative of its logarithm, that is, the sum of the logarithms of each of the two terms on the right-hand side. The first term on the right-hand side of eq. 3.19 expresses how well the current motion and label field conform to the image intensities. As in the motion estimation phase (eq. 3.6) we assume that the motion-compensated intensity differences follow a Laplacian distribution. Then:

\[
P(I|L, \hat{\Theta}, I^-, I^+) = \prod_{s=1}^{M} \prod_{i \in G_s} \lambda_{I_s} e^{-\lambda_{I_s} \min[|I_i^-(\hat{\theta}_s)|, |I_i^+(\hat{\theta}_s)|]} \quad (3.20)
\]

where with \( I_i^-(\theta) \) and \( I_i^+(\theta) \) respectively, we denote the backward and forward motion-compensated intensity difference under the motion hypothesis \( \theta \) at pixel \( i \). With \( \lambda_{I_s} \) we denote the parameter \( \lambda \) of the Laplacian that models the motion-compensated intensity differences for the object with label \( I_s \).

Note that we use a three-frame approach where at each pixel either the backward or the forward motion-compensated intensity difference is considered valid. The underlying assumption is that each pixel has a correspondence either in the previous or in the next frame. By doing so, we deal in a simple and efficient way with occlusions. A
similar approach is presented by Dubois and Konrad[32]. In their work the direction in which the motion estimation is constrained is determined by an occlusion field.

The second term on the right-hand side of eq. 3.19 models the probability of the label field. We model it as a Gibbs distribution whose energy term \( E_d(L) \) is the sum of spatial clique potentials \( V_c(s, s') \) which are defined over pair-site (pair-segment) cliques as follows:

\[
V_c(s, s') = \begin{cases} 
-z_c b(s, s') & \text{if } l_s = l_{s'} \\
 z_c b(s, s') & \text{if } l_s \neq l_{s'}
\end{cases}
\]  

(3.21)

where the segments \( s \) and \( s' \) are neighbors in the neighborhood system \( N_s \) defined on the region adjacency graph. The term \( z_c \) is a constant that controls the weight of the spatial constraints relative to the constraints that the intensity preservation principle imposes. The term \( b(s, s') \) denotes the length of the common border between \( s \) and \( s' \), which is estimated as the number of pairs of pixels \((i, j)\) which are neighbors in the image grid and belong to the borders of \( s \) and \( s' \), respectively. From a global point of view, an optimization with respect to the spatial energy term \( E_d(L) \) tends to minimize the total border length between neighboring objects.

The parameter \( z_c \) controls the relative weights of the spatial constraints in the estimation of the label field, with respect to the data energy term \( E_d \) (\( E_d \) is equal to the negative logarithm of \( P \left( I \mid L, \hat{\Theta}, I^-, I^+ \right) \)). As far as the spatial energy term is concerned, we note that at segment level the spatial energy term is proportional to the perimeter of the segment \( s \), while the data energy term is proportional to the number of pixels of \( s \). In general, this implies that the larger a segment, the larger the ratio between the relative contribution of the local data energy term with respect to the local spatial energy term. Thus, for larger segments emphasis is given to the evidence that the segments themselves provide about their temporal behavior, while for smaller segments the emphasis is given to the evidence provided by the label field in their neighborhood. For the manual setting of the value of \( z_c \), a rule of thumb can be provided by an analysis of the ratio between the size and the perimeter of the segments. For a value of \( z_c \) around 1.5 a rough normalization between the different energy terms is achieved for segments of around 100 pixels in size. In our experiments we used values of \( z_c \) in the range between 2 and 12.

For the optimization procedure we employ a deterministic relaxation algorithm known as Iterative Conditional Modes (ICM) [111]. In an iterative way, ICM maximizes at each iteration the conditional probability of a label each site (intensity segment) given the labels at all other sites. Since the Markov Random Field modeling introduces only local dependencies, this conditional probability can be expressed in terms of the local energy terms. More specifically:

\[
-\ln P(l_s = n \mid I, I^-, I^+, \hat{\theta}_n, \{l_{s'} : s' \in N_s\}) = \\
\lambda_n \sum_{i \in G_s} \left| f_i \left( \hat{\theta}_{i_s} \right) \right| - |G_s| \ln \frac{\lambda_n}{2} + \sum_{s' \in N_s} V_c(s, s')
\]  

(3.22)

where \( f_i \left( \hat{\theta}_{i_s} \right) = \min \left\{ |f_i^- \left( \hat{\theta}_{i_s} \right)|, |f_i^+ \left( \hat{\theta}_{i_s} \right)| \right\} \). At each iteration only the term \( V_c(s, s') \) is affected, which implies that the computational complexity at each iteration
is $O(\sum_{a=1}^{M} \left| N_a \right|)$, that is, it is proportional to the number of segment cliques. An initialization of the label field is provided by the labeling of each segment according to the Maximum Likelihood principle (i.e. $P(I, L|x)$). After some derivations a ML maximization is equivalent to a minimization of all but the last term of eq. 3.22. Since there are no interdependencies the ML labeling can be performed independently per segment.

In order to investigate the validity of the proposed algorithm we have conducted a number of experiments with both synthetic and “real” image sequences. We will present here results for the synthetic image sequence “S5” and the real image sequences “train”, “sunflower garden” and “coast guard”.

![Estimated motion field](image1)
![Label field at convergence of the clustering](image2)
![Label field at convergence of the ICM](image3)

(a) Estimated motion field  (b) Label field at convergence of the clustering  (c) Label field at convergence of the ICM

Figure 3.20: “S5” image sequence: Labeling based on motion field versus labeling based on motion-compensated intensity differences

In fig. 3.20 we present experimental validation of our choice in which a labeling based on the motion-compensated intensity differences was preferred over a classification of the estimated motion vectors. The estimated motion field for the synthetic image sequence “S5” (fig. 3.20(a)) has too many errors to allow for a reliable classification. Although the parameters for both the object and the background are estimated with high accuracy (Table 3.3) misclassifications occur near motion discontinuities, where the motion field is mainly corrupted. Note that the misclassifications are not only due to occlusions. The motion field was estimated in a backward manner (i.e. between the frame in question and the preceding frame) so that in principle the motion for the upper part of the object and the right margin of the image could be estimated accurately. Still, due to the limitations of the motion estimator, errors are present in the motion field, even at these areas, which lead to misclassifications. In comparison, the labeling based on the motion-compensated intensity differences and the Markov Random Field modeling labels successfully the areas near motion discontinuities (3.20(c)). Due to the bi-directional way in which the motion hypotheses are validated both occluded and disclosed areas are successfully labeled. The only areas in which there are differences with the true object mask (fig. D.4(b)) are areas that have correspondences in neither...
the previous nor in the next frame. For such areas it is very questionable if a correct classification based on a 3-frame analysis can be achieved.

The image sequence “train” is also characterized by motions large in magnitude and therefore the same analysis as the one for the “S5” sequence can be applied. In fig. 3.21(a) we illustrate the labeling based on the Maximum Likelihood principle that is used as an initialization and in fig. 3.21(b) the label field obtained at convergence by the Iterative Conditional Modes (ICM) algorithm. It is clear that by modeling the label field as a Markov Random Field we are able to obtain “clean” label fields without isolated segments. The localization accuracy of the method is illustrated in fig. 3.22, where the edges of the label field are superimposed on the original frame. The result justifies our choice of a conservative initial intensity segmentation; the borders of the objects are well preserved. The intensity constraints that are incorporated by the use of the initial segmentation allow us to obtain a label field where the edges are very well localized.

![Figure 3.21: "train" image sequence: Labeling without and with spatial constraints](image1)

![Figure 3.22: Object edges derived from the label field of fig. 3.21(b) superimposed on the original frame](image2)

Similar results were obtained for a number of image sequences. In fig. 3.23 we present the label field obtained at convergence for the “sunflower garden” image sequence for $N = 2$ and the edges of the label field superimposed on the original frame for $N = 3$. The trunk of the tree as well as its right branch are well localized but the thinner branches are not preserved by the initial intensity segmentation. As a consequence, part of the sky is labeled with the same label as the tree, since for the sky there
is not enough texture to support the background motion hypothesis.

![Figure 3.23: “sunflower garden” image sequence. Labeling and superimposed edges](image)

Finally, we present results for the 10th frame of the “coast guard” sequence for which the difficulties arise due to the small magnitude of the different motion patterns and the complicated pattern of the motion of the water. The motion of the water, the middle boat and the shore can be distinguished only at sub-pixel level. The proposed motion hypotheses extraction method is able to successfully extract the four most dominant motion patterns as shown in fig. 3.24(a), where the label field obtained at convergence of the proposed clustering algorithm is depicted. Based on the extracted motion hypotheses, the initialization and the label field obtained at the convergence of the optimization procedure of section 3.3 are presented in fig. 3.24(b) and fig. 3.24(c) respectively. The localization accuracy for that sequence is illustrated in fig. 3.25. Both of the ships are separated well from the water; the bow waves that are created in front part of the ships also appear to move with them and therefore are not labeled as part of the water. Furthermore, the shore is also well separated from the water even thought the motion of the shore and the water differ only around half a pixel per frame.

### 3.4 Conclusions

In this chapter we presented a method for labeling image sequences based on the kinematic characteristics of the depicted objects. The proposed methodology approaches the problem in a two-stage way; the extraction of the kinematic characteristics is separated from the labeling itself.

At the first stage, motion hypotheses are extracted by cluster analysis of a motion field. Confidence measures developed specifically for the motion estimator that was used and robust regression techniques were utilized in a clustering scheme. The proposed confidence measure are derived by expressing the block-based motion estimation scheme in the probabilistic framework and are expressed in terms of the \( a \ posteriori \)
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(a) Label field obtained at convergence of the clustering
(b) Maximum Likelihood labeling
(c) Label field obtained at convergence of ICM

Figure 3.24: Label fields for “coast guard” sequence

probability of the corresponding estimated motion vectors. We have experimentally supported our hypothesis that the deviation of the motion-compensated intensity differences is linear with the local intensity deviation. The method that we have proposed, practically introduces no additional computational burden since all of the data is provided as a by product of the search scheme of the block-matching motion estimator. We have illustrated the advantages of using confidence measures and robust regression techniques in terms of accuracy of the estimated motion parameters and in terms of stability. We have additionally constrained the clustering problem by utilizing an initial intensity segmentation scheme to form initial groups of points and reduced the computational complexity drastically. The efficiency of the proposed scheme has been illustrated for a number of image sequences in our experimental results.

At the second stage, the motion hypotheses are used to label the segments that result from the initial intensity segmentation. We have illustrated that by adopting a conservative approach it is possible to obtain in most cases an initial intensity segmentation that preserves the edges of the objects and we commented on the limitations of the method that we have chosen. In contrast to the majority of similar methods in the literature our method uses the motion-compensated intensity differences as evidence for the labeling. We have clearly illustrated the advantages of such an approach in the presence of motions large in magnitude. We have posed the labeling problem as an optimization problem in terms of the a posteriori probability of the label field, given the motion hypotheses. A three-frame approach was adopted and its contribution in dealing with occlusions was clearly illustrated. We have incorporated spatial constraints by modeling the label field as a Markov Random Field. We have illustrated the efficiency of the proposed method in a number of image sequences.

As far as future work in this direction is concerned, we would propose the use of a more efficient optimization scheme in the clustering so that multiple initializations are not necessary. The formulation can be easily adapted so that stochastic optimization is applied. A similar argument holds for the labeling procedure. Furthermore, the need of tuning the parameter $\alpha_c$, the only parameter except of the number of objects, might be possible to be eliminated. The label field provided by the Maximum Likelihood
classification is usually quite close to the desired one. The use of cross validation techniques might be sufficient to provide a robust solution to this issue.
Chapter 4

Joint Motion Estimation and Segmentation

In the previous chapter we presented a motion-based segmentation method in which the extraction of the motion hypotheses and the estimation of the label field are performed in separate stages. In the first stage a set of motion hypotheses were extracted by clustering an independently estimated motion field. In the second stage, segments that were extracted in an intensity segmentation phase were labeled according to the motion hypothesis to which they conformed. The method gave very good results for a number of image sequences but does not exploit the temporal redundancy either in the motion or in the label field. In other words, it does not utilize the fact that the motion and label fields in subsequent frames are very similar and that their relations can be formally expressed. Instead, it requires the computationally expensive re-estimation of a motion field. Furthermore, in the motion hypotheses extraction phase the spatial constraints are not fully utilized. In the block-matching motion estimation scheme (a) the block-based spatial constraints which are imposed fail near motion edges and (b) spatial constraints are not imposed between neighboring blocks. In the clustering phase spatial constraints are imposed only within intensity segments and not between neighboring intensity segments.

In this chapter we present an approach in which spatial and temporal constraints are incorporated into a single framework, allowing the joint estimation of the segmentation field and of the motion information\(^1\). The method operates at two levels (fig. 4.1). At the lower level (LEVEL 1 in fig. 4.1) a segmentation algorithm operating on the current frame’s intensities provides a set of segments with relatively small intensity variation. Since the absence of an intensity edge is likely to imply the absence of a motion discontinuity, each segment is assumed to belong to a single object. Motion segmentation is then equivalent to grouping these segments into regions that move with the same motion parameters, that is assigning an “object” label to each segment. The number of the “object” labels is considered as known and are provided as a user-specified parameter. Finally, we assume that an affine parametric model is sufficient to

\(^{1}\)The basis of this chapter appears in [93]
describe the various motion patterns in the scene.

The labeling is performed at the next level (LEVEL 2 in fig. 4.1) where the well-known notion of Markov Random Fields (MRF) is used in order to express spatial and temporal constraints on the level of the “intensity” segments. The criterion is the maximization of the conditional \textit{a posteriori} probability (MAP) of the label field given the motion hypotheses, the label field of the previous frame and the image intensities. The equivalence between the MRF and the Gibbs distribution is exploited and the labeling is formulated as an optimization problem with respect to the motion parameters and the label field itself. For the optimization procedure we propose a method which reduces the corresponding objective function in an iterative way with respect to the motion parameters and the label field. In the optimization with respect to the motion parameters (motion estimation phase) the estimation is performed on region level, that is, a set of parameters is estimated for the collection of segments that comprise a single object. The estimation is constrained by the intensity preservation principle and by the temporal coherency of the label field. In the optimization with respect to the label field (labeling phase) an object label is assigned to each “intensity” segment. The labeling is constrained by the intensity preservation principle and the spatial and temporal coherency of the label field. A three-frame approach is taken in order to deal with occlusions.

In comparison to the method presented in chapter 3 the method proposed in this chapter also assumes parametric motion models, models the label field as a Markov Random Field and attempts a labeling based on the motion-compensated intensity differences. On the other hand, it addresses temporal issues and incorporates all of the constraints in a single framework for the \textbf{Joint} estimation of the motion hypotheses.
and the label field. That change of paradigm affects both the modeling and the corresponding optimization procedure.

The remainder of the chapter is organized as follows. In sections 4.1 and 4.2 we present the formulation of the labeling problem in the MAP framework and the optimization procedure, respectively. In section 4.3 experimental results are presented and finally conclusions are drawn in section 4.4.

4.1 Problem Modeling

We consider the supervised framework where the number of independently moving objects in the scene, denoted by \( N \), is considered as known. We assume that the 2-D apparent motion field induced by them can be approximated by 6-parameter affine models. Affine motion models have been proved useful for motion estimation [37] [118], motion segmentation [18] [23] [114] and tracking [66] [98] and are a good compromise between efficiency and complexity. Keeping the terminology of chapter 3 we denote with \( \theta = \{\theta(1)\ldots\theta(6)\} \) the parameters of the model and \( \hat{\mathbf{v}}_i \) the model-generated motion vector at image location \( \mathbf{i} = (i_x, i_y) \):

\[
\hat{\mathbf{v}}_i = \begin{bmatrix}
\theta(1)i_x + \theta(2)i_y + \theta(3) \\
\theta(4)i_x + \theta(5)i_y + \theta(6)
\end{bmatrix}
\] (4.1)

The motion hypotheses for the scene are the collection of the motion hypotheses for each object \( n \), that is:

\[
\Theta = \{\theta_n : n \in [1 \ldots N]\}
\] (4.2)

We seek for the unknown label field \( L = \{l_s : s \in [1 \ldots N], s \in [1 \ldots K]\} \) and the motion hypotheses \( \Theta \) at time instant \( t \), considering as known the estimation of label field \( \hat{L}^- \) at the previous time instant. We consider the Bayesian framework and more specifically we adopt as the labeling criterion the maximization of the a posteriori probability (MAP) of the label field. The conditional probability distributions to which the MAP criterion decomposes are modeled as Gibbs distributions. This MAP-MRF framework has been used extensively for regularization and for expressing contextual constraints in numerous problems in computer vision [42] [57].

More specifically, in the MAP framework, we aim for the maximization of the a posteriori probability:

\[
P(L|I, \Theta, \hat{L}^-, I^-, I^+) \propto P(I|L, \Theta, \hat{L}^-, I^-, I^+) P(\hat{L}^-|\Theta, L) P(L|\Theta)
\] (4.3)

with respect to \( L \) and \( \Theta \). With \( I^- \), \( I \) and \( I^+ \) we denote the image intensities in the previous, current and next frame respectively. We model appropriately the probability distribution functions in order to express the relations between the label fields, the intensities and the motion hypotheses. Due to the Hammersley-Clifford theorem, which states the equivalence between MRFs and Gibbs distributions (e.g. [10]), the modeling reduces to the definition of energy functions which are composed of local clique potentials.
The first term on the right-hand side of eq. 4.3 is the conditional probability distribution $P(I|L, \Theta, \hat{L}^-, I^-, I^+)$ which expresses how well the current motion and label field conform with the image intensities. We model it as a Gibbs distribution:

$$P(I|L, \Theta, \hat{L}^-, I^-, I^+) = \frac{1}{Z_1} e^{-E_d (I, L, \Theta, I^-, I^+)}$$

(4.4)

where $Z_1$ is the sum of the exponential term of eq. 4.4 over all possible realizations of intensities (all possible current frames). In general, $Z_1$ is dependent on the unknown fields $L$ and $\Theta$ to the degree that the intensity variability along each trajectory is dependent on the intensity variability along other trajectories [56]. The independency assumption, although it is violated for example in occlusion areas, is one of the most common assumptions in the motion-related literature and will be also adopted in our work. Under this assumption, $Z_1$ can be considered as a normalization constant which does not effect the optimization procedure.

The energy term $E_d (I, L, \Theta, I^-, I^+)$ is formed by the Gibbs potentials $V_{ds}$ as follows:

$$E_d (I, L, \Theta, I^-, I^+) = \sum_{s=1}^{K} V_{ds} (I, \Theta, I^-, I^+)$$

(4.5)

$$= \sum_{s=1}^{K} \min \left( \sum_{i \in G_s} (f_i^- (\Theta_{ts}))^2, \sum_{i \in G_s} (f_i^+ (\Theta_{ts}))^2 \right)$$

where $f_i^+ (\Theta_{ts})$ and $f_i^- (\Theta_{ts})$ are respectively the forward and backward motion-compensated intensity differences at pixel $i$ ($i \in G_s$). That is,

$$f_i^+ (\Theta_{ts}) = I(i) - I^+(i + v_i (\Theta_{ts}))$$

(4.6)

$$f_i^- (\Theta_{ts}) = I(i) - I^-(i - v_i (\Theta_{ts}))$$

(4.7)

We make use of the intensity preservation principle, that is, we assume that the image intensities along the motion trajectories remain constant. The motion-compensated differences have the characteristics of the expected noise. Assuming that the noise is independent, the assumption that $Z_1$ in eq. 4.4 is constant is true.

Note that we are using a three-frame approach, where the motion-compensated intensity differences are defined either in the previous or in the next frame using the min operator. The direction (backward or forward) in which they are defined is common for the pixels that belong to the same intensity segment. By doing so, we are dealing in a simple and efficient way with appearing and disappearing areas. The underlying assumption is that these areas are visible in at least two consecutive frames, that is, pixels within each watershed segment have correspondences either in the next or in the previous frame. A similar approach where a visibility set for each pixel is defined in a forward/backward manner, is presented by Dubois and Konrad[32]. In their work the direction in which the motion estimation is constrained is determined by an occlusion field. In our segment-based approach the direct association of an occlusion field with the direction of the motion is not trivial since segments may be only partially occluded.
However, our assumption that the pixels within each segment have correspondences either in the next or in the previous frame, is violated only when a segment is large enough to partially appear and partially disappear from the scene. In this case the relative size and texture structure of the visible area will determine the accuracy of the temporal evidence for the segment in question. In such cases the spatial constraints need to provide the additional cues for correct labeling.

The second term on the right-hand side of eq. 4.3 expresses the temporal constraints. The conditional probability of the estimate of the label field at the previous frame $\hat{L}^{-}$ is modeled as a Gibbs distribution.

$$P \left( \hat{L}^{-}|L, \Theta, I^{-}, t^k \right) = \frac{1}{Z_2} e^{-E_t(L, \Theta, \hat{L}^-)}$$

(4.8)

where we consider $Z_2$ to be a constant following the same reasoning as for $Z_1$. The energy term $E_t(L, \Theta, \hat{L}^-)$ is formed by the Gibbs potentials $V_{i_s}$, which are defined over single-site (single-segment) cliques as follows:

$$E_t(L, \Theta, \hat{L}^-) = \sum_{s=1}^{K} V_{i_s} \left( \hat{L}^-, s, \theta_{l_s} \right)$$

(4.9)

The local energy term $V_{i_s} \left( \hat{L}^-, s, \theta_{l_s} \right)$ expresses the cost (due to temporal constraints imposed on the label field) to assign label $l_s$ to the watershed segment $\hat{s}$, taking into consideration the motion hypothesis ($\theta_{l_s}$) that this assignment implies. It is defined as

$$V_{i_s} \left( \hat{L}^-, s, \theta_{l_s} \right) = z_t Q_s$$

(4.10)

Figure 4.2: Temporal projection of watershed segment $s$ (gray polygon in Frame $t$). The shaded area in frame $t - 1$ represents a region labeled with label $l_s$.

Each pixel of the watershed segment $s$ is projected in the label field of the previous frame using the motion parameters $\theta_{l_s}$ (fig. 4.2). The number $Q_s$ is the number of pixels of segment $s$ whose motion-based projections in the previous frame have different labels. The smaller the $Q_s$, the higher the probability that $s$ has the label $l_s$. The term $z_t$ is a constant that controls the temporal consistency of the label field. The higher the $z_t$ the higher the tendency to obtain a label field $L$ and a set of motion hypotheses $\Theta$ such that each region $n$ in the current frame is projected entirely within a region with the same label in the previous frame.
Finally, the third term on the right-hand side of eq. 4.3 models the \textit{a priori} probability of the label field. We model it as a Gibbs distribution whose energy term $E_c(L)$ is formed by the Gibbs potentials $V_c$ as follows:

$$E_c(L) = \sum_{s=1}^{K} V_{cb}(L, s) = \sum_{s=1}^{K} \sum_{s' \in N_s} V_c(s, s')$$  \hspace{1cm} (4.11)$$

The spatial Gibbs potentials $V_c(s, s')$ are defined over pair-site (pair-segment) cliques as follows:

$$V_c(s, s') = \begin{cases} 
-z_c b(s, s') & \text{if } I_s = I_{s'} \\
 z_c b(s, s') & \text{if } I_s \neq I_{s'}
\end{cases}$$  \hspace{1cm} (4.12)$$

where $z_c$ is a constant that controls the weight of the spatial constraints relative to the temporal constraints and to the constraints imposed by the intensity conservation principle. The term $b(s, s')$ denotes the length of the common border between $s$ and $s'$. We estimate this as the number of pairs of pixels $(i, i')$ which are neighbors in the image grid and belong to the borders of $s$ and $s'$ respectively. The maximization of $P(L|\Theta)$ is equivalent to the minimization of $E_c(L)$. We add a negative quantity to the potential $E_c(L)$ whenever two neighboring segments have the same label, and a positive quantity when they have a different label. In this way we favor configurations of the label field that are spatially smooth. This quantity, which can be interpreted as the spatial interaction between watershed segments, is proportional to $b(s, s')$, in other words, their spatial interaction increases with the length of their common border. From a global point of view, a minimization with respect to the spatial energy term $E_c(L)$ tends to minimize the total border length between neighboring objects.

The parameters $z_c$ and $z_t$ control the relative weights of the spatial and the temporal constraints in the estimation of the label field, with respect to the data energy term $E_d(I, L, \Theta, I^-, I^+)$). For setting their values one needs to understand the relative importance of the three energy terms. As far as the local data energy $V_{ds}(I, s, \theta_u, I^-, I^+)$ and the local temporal energy $V_{ts}(L^-, s, \theta_{ts})$ are concerned, both of them are estimated over the ensemble of the pixels of the segment $s$. That is, each pixel contributes to the local energy on the one hand with the square of the backward/forward motion-compensated intensity difference and on the other hand with $z_t$ in the case that its label is different than the label of its motion-based projection in the previous frame. In order to achieve a balance between these two terms, $z_t$ should be set according to the expected characteristics of the motion-compensated intensity differences. However, the correctness of the influence of the temporal constraints depends on the degree of the accuracy of the estimated label field $L^-$ in the previous frame. To ensure that the algorithm is flexible enough to correct errors in $L^-$, the value of $z_t$ should be chosen rather conservatively. In all of our experiments the value of $z_t$ was chosen in the range between 1 and 2.

Since the data energy term and the temporal energy term are estimated over the same ensemble, that is, the ensemble of pixels, a natural normalization in the contribution of these terms is achieved. On the other hand, the spatial energy term is defined in terms of the lengths of the common borders between neighboring segments. At
segment level, the influence of the data energy term and the temporal energy term is proportional to the number of pixels of segment $s$, while the influence of the spatial energy term is proportional to the perimeter of $s$. In general, this implies that the larger a segment, the larger the ratio between the relative contribution of the local data and temporal energy terms with respect to the local spatial energy term. This marks a gradual shift on the weight we assign to the different sources of evidence that we utilize for the labeling. For larger segments emphasis is placed on the evidence that the segments themselves provide about their temporal behavior while for smaller segments the emphasis is placed on the evidence provided by the label field in their neighborhood.

For the manual setting of the value of $z_c$ a rule of thumb can be provided by an analysis of the ratio between the size and the perimeter of the segments. Such an analysis can provide the value of $z_c$ for which a normalization between the three energy terms is approximately achieved for segments of a given size. This can be useful when the size of the smaller expected object is a priori known. The relation between the size and the perimeter of the segments depend on two factors. On the one hand it depends on the shape of the segments with the two extremes being a) very elongated segments that yield a linear relation and b) circular segments that yield a quadratic relation with the largest possible coefficient ($(4\pi)^{-1}$). On the other hand, it depends on the definition of the perimeter. For our definition of the border length and for relatively small segments (less than 150 pixels) an approximation of the segment’s size $a$ as a function of its perimeter $p$ was experimentally found to be $a = \frac{1}{4\pi}p^2$. This implies that a normalization of the different energy terms for a segment with 100 pixels is achieved for a value of 1.5 for $z_c$. However, if we take into consideration that the data energy term has the characteristics of the variance of the motion-compensated intensity differences and that the temporal energy term is scaled by the factor $z_t$, a value of $z_c$ in the range between 3 and 10 is a more reasonable choice.

The parameter $z_c$ can be also interpreted as a smoothing parameter, and in this context its automatic determination has received a lot of attention, especially as a regularization parameter for the solution of ill-posed problems [9] [38]. In our case, a recently presented voting technique [90] could be applicable for simultaneously estimating the label field and the parameters $z_c$. That approach, based on an estimation of the current label field, attempts to obtain a better estimation of the interaction parameter in terms of the local characteristics of the energy function. Since the number of sites (watershed segments) is much lower than that of pixel-based approaches the computational overhead would be greatly reduced in comparison to them. However, issues such as the degree of dependence on the quality of the initial label field and the applicability of the method for the automatic determination of $z_t$ should be further investigated.

As far as the assumption that the number of objects $N$ is concerned, we should note that the maximization of the a posteriori probability that we used as a criterion might be also suitable for the automatic determination of $N$. Under our modeling assumptions for the probability distributions of the intensity and the label field of the current frame, the sum of the three energy terms is proportional to the encoding cost of the current frame if we use an optimal code. This stems from the fact that the sum of the energy terms is proportional to the sum of the negative logarithms of eq. 4.4 and eq. 4.8, that is, the sum of the encoding cost for the intensity residual and the label field respectively. In the above analysis we have ignored the cost of encoding the motion parameters as
this cost can be considered negligible in comparison to the other terms. Practically, a minimization with respect to the number of objects $N$ is a compromise between the accuracy of the prediction of the intensities at the current frame and the complexity of the label field. More specifically, when we add a new label we reduce the data energy term $E_d$. This comes at the cost of a most probable increase of the spatial energy term $E_s$, which depends on the common border length between the different objects, and a definite increase of the temporal energy term $E_t$, which penalizes label fields which are not similar to the one estimated in the previous frame.

The automatic determination of the number of objects using the Minimum Description Length principle [96] [111] has often been addressed in the literature (e.g. [97] [27]). Following the most commonly used scheme we could apply our method for the certain values of $N$ and choose the one which at convergence yields the lowest sum of energies. However, since we have not conducted any experiments in that direction, the issue of the automatic determination of $N$ should be considered in the context of future work.

4.2 MAP estimation

Once the energy functions are defined, the MAP estimate is equivalent to the minimization of the quantity

$$E(L, \Theta, I, \hat{L}^-, I^-, I^+) = E_d(I, L, \Theta, \hat{L}^-, I^-, I^+) + E_c(L) + E_t(L, \Theta, \hat{L}^-)$$

(4.13)

The minimization of eq. 4.13 is a non-linear optimization problem with respect to $L$ and $\Theta$. For solving such optimization problems, a number of methods have been proposed in the literature which range from deterministic [11][25] and stochastic[53][42] relaxation schemes to methods inspired by Genetic Algorithms[58]. Stochastic optimization can provide better solutions in terms of the objective function due to its ability to escape local minima, but it is computationally intensive. Deterministic relaxation methods on the other hand, can provide a good solution to a local minimum if presented with a reasonable initialization. Since in our case initializations are available from the estimations made in the previous frame we will restrict ourselves to the deterministic framework. We propose a method which iterates between a minimization with respect to the label field (labeling phase) and a minimization with respect to the motion parameters (motion estimation phase). In the labeling phase a relaxation algorithm is employed to solve the combinatorial problem of assigning object labels to watershed segments. In the motion estimation phase eq. 4.13 is linearized with respect to $\Theta$ and a gradient-based approach is adopted. Let us note that both minimization phases employ iterative algorithms. In order to avoid confusion we will refer to the iterations between the motion estimation and the labeling phase as external and to the iterations within each phase as internal.

More specifically, let us denote with $m$ the index for the external iterations. Then
4.2 MAP estimation

the MAP estimation at the external level iterates between the following phases:

\[
L_{m+1} = \arg \min_L E(L, \Theta_m, I, \hat{L}^-, I^-, I^+) \tag{4.14}
\]

\[
\Theta_{m+1} = \arg \min_{\Theta} E(L_{m+1}, \Theta, I, \hat{L}^-, I^-, I^+) \tag{4.15}
\]

The interaction between the external and the internal iterations is depicted in fig. 4.3, where with \(k\) we denote the index for each of the internal iterations. At the level of the internal iterations the index \(m\) is omitted for the sake of notational simplicity. When convergence is achieved at one of the internal levels (motion estimation or labeling), or after a fixed number of iterations, the control is transferred to the other internal level (labeling or motion estimation respectively). In our implementation we used a fixed number of iterations for the motion estimation phase.

For the first external iteration (i.e. for \(m = 0\)) the motion hypotheses are initialized with the motion parameters estimated for the previous frame.

Let us note that the optimization procedure described by eq. 4.14 and eq. 4.15 bears similarities to the Expectation Maximization method, when hard classification is employed. In that framework, in the Expectation step the Expectation of the conditional probability of each of the labels at each site given the estimate of \(\Theta\) at iteration \(m\) should be estimated. The label with the highest conditional probability is then assigned to the site in question. However, the estimation of the Expectation of the conditional probabilities of the latent data (i.e. the label field) is complicated when the mode introduces interdependencies in the label field. Zhang and Modestino [120] generate samples of the label field through simulated annealing and compute the conditional expectations by Monte Carlo when the interdependencies are expressed using a Markov Random Field modeling. Weiss and Adelson [115] also use the label field as a Markov Random Field but based on results which relate the EM algorithm to statistical physics.
[78] validate guesses of the conditional expectations in the Expectation step. In the case that the guesses fail to reduce the free energy they employ gradient updates to the old estimates of the conditional expectations. In our case, each internal iteration in the labeling phase which we employ could be interpreted as locally updating the conditional expectations based on the label field estimated in the previous internal iteration and choosing the label with the highest conditional probability. Since the choice of the label with the highest conditional probability implies a reduction of the total energy (Eq. 4.13) the convergence of the scheme is guaranteed. In appendix C we show that our method is essentially an EM method with hard decisions and that with a minor modification it can incorporate soft decisions too.

4.2.1 Labeling phase

In the labeling phase (eq. 4.14) the minimization of eq. 4.13 with respect to \( L \) takes place, keeping the motion parameters \( \Theta \) “frozen” \( (\Theta = \Theta_m) \). We employ an iterative deterministic relaxation algorithm known as Iterative Conditional Modes (ICM). Proposed by Besag [11], ICM maximizes iteratively the conditional probability of a label at each site, given the labeling at all other sites. In the original algorithm at each iteration each site is visited and assigned the label that maximizes that conditional probability. Due to the local interactions that the MRF modeling implies this reduces to the calculation of the local clique potentials for each site under consideration.

As stated in [11] the order in which sites are visited is important for the final configuration. Furthermore, a site can contribute to the reduction of the energy only if the local labeling configuration has changed, that is, it is not necessary to visit all sites at each iteration. In order to cope with the latter we maintain a set of candidate segments \( c_k \) for each iteration \( k \) and in order to avoid the influence of a predetermined ordering we adopt a random visit schedule on the elements of the candidate set. The steps of the algorithm are summarized in Table 4.1.

For the estimation of the label field \( L \) in the first internal iteration of the first external iteration we take into account only the motion hypotheses, and the temporal constraints, that is, we minimize the quantity \( E_d(I, L, \Theta, I^-, I^+) + E_t(L, \Theta, \hat{L}^-) \). No spatial interactions are introduced at that point, that is, the label of a watershed segment \( s \) in independent of the labels of the rest of the watershed segments. This serves as an initialization of the label field for the optimization procedure in the current frame.

4.2.2 Motion Estimation phase

In the motion estimation phase the minimization of eq. 4.13 with respect to \( \Theta \) takes place, keeping the label field \( L \) “frozen” \( (L = L_m) \). This minimization is a non-linear optimization problem since neither \( E_d(I, L, \Theta, I^-, I^+) \) nor \( E_t(L, \Theta, \hat{L}^-) \) are linear with respect to the motion parameters. For \( E_d(I, L, \Theta, I^-, I^+) \) this is because firstly the image intensities are non-linear with respect to \( \Theta \) and secondly because of the non-linear minimum operator (eq. 4.5). In order to overcome the latter we turn the minimization of eq. 4.13 into an equivalent optimization problem by introducing a binary direction field \( \{d_s : d_s \in [0,1], s \in [1 \ldots K]\} \). This field determines the
Table 4.1: Modified ICM for segment labeling

direction, backward or forward, in which the temporal intensity variation constrains the motion estimation. Let us define $C_\varepsilon (d, \Theta)$ as:

$$C_\varepsilon (d, \Theta) = E_d(L, \Theta, \tilde{I}^-) + \sum_{s=1}^{K} \left( d_s \sum_{i \in C_s} (f_i^+ (\theta_i)) \right)^2 + (1 - d_s) \sum_{i \in C_s} (f_i^- (\theta_i))^2 \right)$$

(4.16)

where the functional dependence of $C_\varepsilon (d, \Theta)$ on the label fields and on the image intensities is omitted for notational simplicity. The new energy term $C_\varepsilon (d, \Theta)$ is derived from the terms of eq. 4.13 that depend on $\Theta$.

Lemma 1

If $(\hat{\Theta}, \hat{d})$ are the arguments which minimize eq. 4.16 then $\hat{\Theta}$ is the argument which minimizes eq. 4.13 with respect to $\Theta$.

Proof is given in appendix A

We minimize eq. 4.16 with a method which iterates between a minimization with respect to $\Theta$ and a minimization with respect to $d$. More specifically:

$$d^{k+1} = \arg \min_d C_\varepsilon (d, \Theta^k)$$

(4.17)

$$\Theta^{k+1} = \arg \min_\Theta C_\varepsilon (d^{k+1}, \Theta)$$

(4.18)
where $k$ is the iteration index, $\Theta^0$ are the motion hypotheses estimated in the previous external iteration or, for the first external iteration, the motion hypotheses estimated for the previous frame.

Clearly the minimization of $C_k (d, \Theta^k)$ with respect to $d$ yields:

$$d_s = \begin{cases} 1 & \text{if } \sum_{i \in G_s} (f_{i}^{+}(\theta_{i_s}))^2 \leq \sum_{i \in G_s} (f_{i}^{-}(\theta_{i_s}))^2 \quad \text{(forward)} \\ 0 & \text{otherwise} \end{cases} \quad (4.19)$$

For the minimization of $C_k (d^{k+1}, \Theta)$ with respect to $\Theta$ we have available the field $d^{k+1}$, which gives us for each segment $s$ the direction (backward or forward) in which motion information has to be considered. Let us stress the fact that one parametric model is estimated per object, but that for each of the segments constituting the object the direction might differ. In order to solve for $\Theta$ we first make a linear approximation of $C_k (d^k, \Theta)$ with respect to $\Theta$. We will solve for $\Theta$ in an incremental way which iteratively improves the previous estimation $\Theta^k$. Let us express the motion parameters $\Theta$ as $\Theta = \Theta^k + \Delta \Theta$. At iteration $k + 1$ we will solve for the $\Delta \Theta$ [83] for which the gradient of $C_k$ with respect to the motion parameters is zero.

First we make a linear approximation of the image intensities with respect to the motion parameters by expanding $I^k (\theta)$ (or $f^k (\theta)$) using a first-order Taylor approximation [47][83]. More specifically suppose that for a segment $s$ it is the case that $\theta^k_s$. Then at each point $i \in G_s$:

$$f_{i}^{-}(\theta_{i_s}) = I(i) - I^{-}(i - \tilde{v}_{1}(\theta_{i_s})) \quad (4.20)$$

$$\approx I(i) - (I^{-}(i - \tilde{v}_{1}(\theta_{i_s})) - \nabla I^{-}(i - \tilde{v}_{1}(\theta_{i_s})) \nabla I^{-}(\Delta \theta_{i_s}))$$

eq. 4.20 is linear with respect to $\Delta \theta_{i_s}$ thus the second term on the right-hand side of eq. 4.16 (i.e. the summation) is now approximated by a summation of the squares of terms like eq. 4.20. Therefore, its gradient is linear with respect to $\Delta \theta_{i_s}$. We deal with subpixel accuracies using a bicubical interpolator which is continuous in its first derivatives [52].

In order to be able to differentiate eq. 4.16 with respect to the motion parameters we will also need an approximation of the term $E_k (L, \Theta, \hat{L}^{-})$. For each object $n$ (where $n \in [1 \ldots N]$) we define a field $O_n^{-}$ such that:

$$O_n^{-} (i) = \begin{cases} 0 & \text{if } \hat{L}_i^- = n \\ \sqrt{\pi t} & \text{otherwise} \end{cases} \quad (4.21)$$

where $\hat{L}_i^-$ denotes the label of the segment to which the point $i$ belongs. Note that the field $O_n^{-}$ is defined in terms of the label field estimated for the previous frame.

Let us express $E_k (L, \Theta, \hat{L}^-)$ in terms of $O_n^{-}$:

$$E_k (L, \Theta, \hat{L}^-) = \sum_{s=1}^{K} V_{is} \left( \hat{L}^{-}, s, \theta_{i_s} \right)$$

$$= \sum_{s=1}^{K} \sum_{i \in G_s} (O_n^{-}(i - \tilde{v}_{1}(\theta_{i_s})))^2 \quad (4.22)$$
4.3 Experimental Results

In order to approximate eq. 4.22 with a function which is quadratic with respect to the motion parameters, we smooth $O_n^-$ with a Gaussian filter with a small variance and, as was the case for the intensities, we consider the first-order Taylor approximation. We will express eq. 4.22 in a way that allows an incremental motion estimation. More specifically:

$$E_i(L, \Theta, \hat{\theta}) \approx \sum_{s=1}^{K} \sum_{\xi \in G_{s}} \left( O_{\xi s}^- (1 - \hat{\theta}_{1}(\theta_{s}^{k})) + \nabla O_{\xi s}^- (1 - \hat{\theta}_{1}(\theta_{s}^{k}))\hat{\theta}_{1}(\Delta \theta_{s}) \right)^2$$

(4.23)

Under the approximations of eq. 4.20 and eq. 4.23 the energy function $C_{e}(d, \Theta)$ is quadratic with respect to the motion parameters. Expressing $\Theta$ as $\Theta = \Theta^{k} + \Delta \Theta$, the correction in the motion parameters $\Delta \Theta$ is given by solving:

$$\nabla C_{e} (d^{k}, \Theta^{k} + \Delta \Theta) = 0$$

(4.24)

where $\nabla C_{e}$ is the gradient of $C_{e}$ with respect to the motion parameters. eq. 4.24 results in $N$ linear systems with six unknowns: one for each of the $N$ sets of motion parameters $\theta_{n}$.

4.3 Experimental Results

We have applied the proposed method in a number of image sequences in order to test the validity of our approach. We present results for three sequences in each of which different challenges arise. The first one is the MPEG-4 validation sequence “coast guard”. In this image sequence we are presented with a complex scene, in which four different objects are present. The motions of the objects are quite small in magnitude which makes the distinction between them rather difficult. In the second one, the “train” sequence, we are again presented with a complex scene with three different apparent motion patterns. In this case the motions are large, a fact which generates strong occlusions and even blurs the edges of one of the objects. In order to demonstrate the contribution of the direction field $d$, we present results obtained by considering only the forward direction, both in the motion estimation and in the labeling phase. Finally in the third sequence, the “pig” sequence, we are presented with an independently moving object in a static background. The scene is simple but the moving object exhibits small deformations in shape, and large rotational components are present in the motion pattern.

4.3.1 “coast guard” sequence

For the MPEG validation sequence “coast guard”, fig. 4.4(a) and fig. 4.4(b) depict an original frame and the corresponding validation label field which is used only for illustrative purposes. Given this labeling mask four different objects are present, namely the “water”, “left ship”, “middle ship” and the “shore”. The camera follows the ship in the middle, while another ship is entering the scene. The water of the river globally
Figure 4.4: The 14th frame of “coast guard” sequence, the corresponding validation label field and the watershed segmentation appears to move to the right, but deviations from the dominant motion pattern occur locally. The motion behavior of the different objects is quite similar; a distinction between the “shore” and the “water” is possible only at subpixel level.

The result of the watershed segmentation is depicted in fig. 4.4(c), where an area with constant intensity represents a watershed segment. Our primary goal of obtaining a well-localized, edge preserving segmentation is largely achieved. Except of the thin mast of the ship entering the scene, each watershed segment belongs entirely to a single object, a result which validates our choice of using a small structuring element.

Figure 4.5: Label fields for the 10th frame of the “coast guard” sequence at external iterations 1, 2, 3 and 5

The initialization of the motion parameters for the 10th frame were obtained by an estimation based on the robust clustering described in chapter 3. Almost identical results were obtained by setting setting manually the horizontal translational components of the motion models (i.e. parameter $a_3$) to 1, 1.8, -0.5 and 1.3 for the “water”, “left boat”, “middle boat” and the “shore” respectively. In fig. 4.5 we present the label fields obtained at the end of successive external iteration, with the temporal constraints disabled. The algorithm is capable of distinguishing the different objects in the scene by grouping successfully the watershed segments into regions that move in the same way. Both of the ships are well localized and the “water” is separated from the “shore”
except for the part which is closer to the shore. The latter is probably due to the difference in depth between the parts of the water that are closer to the camera and the parts that are closer to the shore. The main difference with the “ground truth” segmentation of fig. 4.4(b) remains the trail of the ship in the water, which in our case was merged with the big “water” segment. However, it is questionable, without any semantic reasoning, whether it is possible to classify with the same label the ship and a trail whose apparent movement is quite arbitrary. In comparison, we have disabled the spatial constraints and applied our method with the same initializations. The resulting label field is depicted in fig. 4.6. In the absence of spatial constraints, the motion of the “water” cannot be estimated well, a fact which results in misclassifications and a “noisy” label field.

Figure 4.6: Label field for the 10th frame of “coast guard” sequence, without spatial and temporal constraints. Label fields are presented at external iterations 2 and 4

In order to obtain a good separation of the “shore” and the “water” we enabled the temporal constraints using a label map for frame 9, which was obtained by setting manually the motion parameters and applying only the labeling phase. Then, for frame 10, no initialization was used for the motion parameters (i.e. they were all set to zero). The label field which is used for frame 9 and the final label field obtained for frame 10 are presented in fig. 4.8 and the evolution of the horizontal motion component during the internal iterations is presented in fig. 4.7.

Figure 4.7: Evolution of the horizontal translational components ($\theta(3)$) of the affine motion model for the 10th frame of the “coast guard” sequence

In order to illustrate the temporal behavior of the method, we present in fig. 4.9 the original frames and the corresponding magnifications of the masks obtained for two
ships for frames 10 to 30, with a step of 10 frames. The method exhibits good temporal stability, and the edges are well localized in the subsequent label fields. In fig. 4.10 we present with a step of 5 frames, the label field and the corresponding mask of the “shore” object.

Finally, we have applied our method assuming that only three objects are present in the scene. We manually initialized the horizontal component of the motion parameters of the objects “left ship”, “background” and “middle ship” to 3, 0.1 and 0 respectively. In fig. 4.11(a) we present the label field obtained at convergence for the 10th frame of the sequence when both temporal and spatial constraints are disabled. In the absence
of temporal and spatial constraints we could not obtain a good localization of the two ships, even though the results of fig. 4.6 indicated that this might be the case. For comparison, we present in fig. 4.11(b) the label field obtained for the same frame and with the same initializations but with the spatial constraints enabled. Finally, in fig. 4.11(c) we present the label field obtained at convergence for frame 11, with both the temporal and spatial constraints enabled. For this frame we used as $\hat{L}^{t-1}$ the label field of fig. 4.11(b).

![Figure 4.10: Label masks and “shore” segment for frames 15, 20 and 25 of the “coast guard” sequence](image)

![Figure 4.11: Label fields under the assumption that three objects are present in the scene. (a) Label field for the 10th frame without spatial and temporal constraints. (b) Label field for the 10th frame with spatial constraints. (c) Label field for the 10th frame with both spatial and temporal constraints](image)
4.3.2 “train” sequence

The algorithm has been also tested on the even field of the interlaced “train” sequence. The original fields for frames 10 to 33 with a step of 8 frames are presented in the left column of fig. 4.12. The movement of the camera generates an apparent background motion of about 4 to 8 pixels per frame (depending on the relative depth), one train is moving with 6 pixels per frame and the other train with about 45 pixels per frame. Due to the large apparent motion large areas appear and disappear from the scene: the areas in front and behind the second train as well as areas at the borders of the image. For the same reason, there are areas that even appear only for one frame, for example the area between the wagons of train in the foreground (“train two”).

![Original frames and masks](image)

Figure 4.12: Original frames 10-37 of the “train” sequence with the corresponding label masks

We present results for 24 frames of this sequence, namely the frames 10 to 33, with a step of 8 frames. In fig. 4.12 the original frames and the corresponding label fields are depicted. In fig. 4.13 the masks for the two trains and the background are also presented. The algorithm exhibits good localization properties and the areas that appear and disappear are also classified successfully due to the bidirectional way in which we validate the motion hypotheses. Problems occur mainly in the areas between the wagons of the train in the foreground that appear only for one frame. Since there is no correspondence in the previous or in the next frame and the temporal constraint is also invalid, these areas are likely to be misclassified. The values of $z_1$ and $z_2$ were manually set to 4.5 and 2 respectively and the algorithm was applied considering frame 10 as the first frame of the sequence. Results for frame 10 were obtained with a rough
4.3 Experimental Results

Manual initialization of the horizontal motion components of the 3 different objects to 35, 5 and -5 pixels/frame. For that frame, the temporal constraints were disabled since the label field of the previous frame was not available and the value of $z_c$ was set to 6.5. The corresponding label field for the same initialization of the motion parameters and with the spatial and temporal constraints disabled is depicted in fig. 4.14.

Figure 4.13: Object edges superimposed on the original frames 10 and 26 of the “train” sequence

Figure 4.14: Label field for train sequence obtained without spatial and temporal constraints

In order to demonstrate the influence of the bidirectional way in which the motion hypotheses are estimated and validated, we present experimental results which were obtained by setting $d_s = 1, s \in [1 \ldots K]$. In this way only the forward direction is considered. In fig. 4.15 we present the edges of the corresponding label field superimposed on the 10th frame of the sequence. This is to be compared with the results presented in fig. 4.12 and fig. 4.13. Misclassifications occur in the areas that are covered in the next frame (frame 11), namely the areas in front of the two trains as well as in the right edge of the field of view.

In order to illustrate the internals of the iterative procedures and to provide insight into what degree the method depends on the initializations, we have applied the algorithm at the 10th frame of the sequence with a bad initialization for the motion parameters and have disabled the temporal constraints. The horizontal motion components of the 3 different objects were manually initialized to 13, 0, and 0.2 (“train 2”, “background” and “train 1” respectively) and the parameter $z_c$ was manually set to 4.3. A worse initialization of the motion parameters or a higher value of $z_c$ causes the “train 2” and the “background” to merge. In general, our experiments indicated that when the motion parameters are badly initialized it is better to choose a lower value for the parameter $z_c$. However, even with these marginal initializations we were able to obtain a reasonably good estimate of the label field and of the motion parameters. In fig. 4.17 we present the label fields obtained at different stages of the external iterations and in fig. 4.16 we
Figure 4.15: Object edges superimposed on the 10th frame of the “train” sequence with forward motion estimation and labeling ($\{d_{s} = 1, s \in \{1 \ldots K\}\}$). The absence of a correct match in the next frame causes misclassifications in occluded areas.

Figure 4.16: Evolution of the horizontal translational components ($\theta(3)$) of the affine motion model for the 10th frame of the “train” sequence

present the horizontal motion components obtained at subsequent applications of the motion estimation at the internal iterations. We should note that the motion parameters that we have obtained in this way are a much better initialization than the one we used to obtain the results of fig. 4.12.

4.3.3 “pig” sequence

In the “pig” sequence, which was obtained for the needs of a project for monitoring animal behavior, a pig is moving against a static background, with slowly changing illumination conditions. There is strong rotation in some of the frames of the sequence and deformations of the body of the pig. Moreover, the assumption of rigid motion is violated in areas like the pig’s ears and legs. In fig. 4.18 the label fields for frames 411, 416, 421 and 426 are presented. The localization accuracy and the temporal stability are preserved, even though the motion of the pig changes quite fast and in a strong rotational sense. However the motion of the ears and the leg, in some cases, deviate significantly from the estimated parametric model and merge with the background.
Figure 4.17: Label fields at subsequent external iterations with a bad initialization of the motion parameters and disabled temporal constraints. Top left: Maximum Likelihood labeling (without spatial and temporal constraints). Top right: Label field at the 3rd external iteration. Bottom left: Label field at the 6th external iteration. Bottom right: Final label field (12th iteration)

Figure 4.18: Original frames and masks for frames 411, 416, 421, 426 of the “pig” sequence (Courtesy of R. Griekspoor)

4.4 Conclusions

In this chapter we proposed a method for motion-based segmentation of video sequences, in which spatial and temporal consistency is expressed in terms of interactions between segments that result from an initial intensity segmentation. As a means for the initial intensity segmentation we used a watershed segmentation algorithm. Using a small structuring element for the morphological simplification of each frame we were able to preserve the significant edges and to achieve high localization accuracy.

We have defined in a formal way the spatial and temporal interactions between the watershed segments by building a model for the label field based on the notion of the Markov Random Fields. We express the labeling problem as an optimization problem with respect to the a posteriori probability of the label field. We propose a three-frame approach in order to deal with occlusions and develop an iterative optimization scheme. The relation of our method with pixel-based approaches has been demonstrated by considering the degenerate case, where the intensity segments contain a single pixel.

We have presented results for various image sequences, which show that with the
proposed modeling it is possible to group segments that result from a “fine” initial segmentation, based on motion information. The proposed method exhibits good localization properties, temporal stability and deals successfully with motion occlusions.

For future work, an explicit treatment of the occlusions and more specifically of occlusions in the previous frame could be beneficial. This implies the identification of segments that have just appeared in the scene and the relaxation of the assumption of the temporal continuity of the label field in such cases. The direction field could provide the basis for analysis in that direction.

The relaxation of the rigidity assumption that is imposed by the affine parametric model would be an interesting direction to follow. In the motion-based segmentation framework such a relaxation usually involves the assumption that the motion field varies smoothly within each object and that object edges coincide with motion discontinuities. In our paradigm (i.e. a model applied on a “fine” initial intensity segmentation) such an extension is not a big step.

Finally, the automatic determination of the number of the objects in the directions that we have outlined in section 4.1 might be an interesting extension.
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Chapter 5

Semi-automatic Statistical Segmentation

In the last two chapters we presented methods which discriminate between the objects that compose the scene on the basis of their kinematic behavior. The latter was assumed to follow a parametric model of low order. Although widely adopted, such a model is not sufficient to describe non-rigid complex motions such as human motion. Furthermore, depending on the application and the user the goal of the segmentation may vary. It may be the case that motion information alone is insufficient to discriminate between the objects in the scene. Therefore, additional sources of information such as color and/or texture should be used and a model on the color and/or texture properties should be adopted. As far as the order or the generality of the model is concerned, we should note that, in the absence of a priori knowledge about the domain, the adoption of a low-order model is more restrictive than in the case of motion. Following the discussion made in the introduction (fig. 1.1) the adoption of a model of a higher order will come at the cost of a higher degree of user interaction.

In this chapter we present a semi-automatic method for labeling image sequences. The goal is the development of a method capable of segmenting complex scenes into objects whose color and motion attributes vary. An outline of the proposed method is illustrated in fig. 5.1. The method operates at three levels. At Level 1 (pixel level) a feature vector is estimated for each pixel in the current frame. At Level 2 (segment level) a color segmentation method decomposes the current frame in a number of color segments. Subsequently, we estimate the statistical properties of the color segments under the assumption that the feature vectors at pixels inside the same segment are generated by the same process which is modeled as a multivariate Gaussian. Finally, at Level 3 (object level) a labeling based on a probabilistic classification of the color segments takes place. The labeling imposes a “common fate” to the pixels belonging to the same color segment. The classification is based on local statistical modeling of the color and motion properties of the objects in the scene. We model the conditional probability of motion and color given the label field, in a window around the center of

---

1 The basis of this chapter appears in [92]
each segment as a mixture of multivariate Gaussians, each one generated by a different object. By modeling \textit{locally} the distribution and the \textit{a priori} probability of each object we are able to represent objects which exhibit variations in motion, color and spatial characteristics. The classification criterion is the maximization of the joint probability of the label field and the observations (i.e. feature vectors), with respect to the label field. For the maximization a deterministic iterative local search algorithm is employed.

The assumption of \textit{local} homogeneity in color and motion attributes, as opposed to the assumption of \textit{global} homogeneity, allows the modeling of objects with varying characteristics but at the same time it also introduces a degree of uncertainty. The reason is that there is not a unique and robust way of defining an object which attributes are not homogeneous. In order to deal with it, we resort to user interaction. For the first frame of the sequence a description of the local statistical properties of the objects is built based on a label field that is initiated from a user-specified scribble. Then the label field is tracked for the rest of the sequence.

![Figure 5.1: Outline of the semi-automatic method](image)

The remainder of the chapter is organized as follows. In section 5.1 we briefly describe the color segmentation method, the user interaction and the motion estimation algorithm. In section 5.2 we describe the local modeling of the feature vectors distribution and in section 5.3 we formulate and solve the labeling as an optimization problem. In section 5.4 the projection procedure is described. In section 5.5 experimental results are presented and in section 5.6 conclusions and discussion follow.

## 5.1 Feature Extraction and User Interaction

In this section we will discuss the issues related to the first two levels of the proposed method, as well as issues related to the user interaction phase.
5.1 Feature Extraction and User Interaction

At the lower level of the proposed method (Level 1 in fig. 5.1), for each pixel \( i \) in the current frame a feature vector \( \mathbf{x}_i \) which characterizes its color and motion properties is defined. The feature vector has five components: one for each of the three dimensions of the chosen color space and two for the horizontal and vertical components of the motion.

As far as the motion estimator is concerned, we should note that the generality of the proposed approach is not limited by the use of a specific motion estimation scheme. However, since we deal with color image sequences we favor motion estimators that incorporate such extra information. In principle, color motion estimators can come as extensions of standard intensity-based motion estimators [44]. While intensity motion estimators attempt to minimize an error measure based on the motion-compensated intensity difference, color motion estimators attempt to minimize an error measure based on the corresponding motion-compensated color difference. Consequently, the definition of color difference requires a definition of a distance metric in the adopted color space. In principle, the color distance metric should be dependent on the choice of the color space itself. In the context of our work, we choose the Lu*v* color space and the Euclidean distance. Lu*v* was designed having this distance metric in mind, so that the quantitative measure of differences in color reflect the corresponding perceptual differences.

More specifically, in our motion estimation scheme we aim at a dense motion field, that is, at the estimation of a motion vector \( \mathbf{v}_i \) for each pixel \( i \) in the current frame. We adopt a rectangular support region \( (B_i) \) around each pixel in question \( i \) and aim at the minimization of the motion-compensated mean-square color difference. Formally:

\[
\hat{\mathbf{v}}_i = \arg\min_{\mathbf{v}} \frac{1}{|B_i|} \sum_{j \in B_i} DC(\mathbf{j}, \mathbf{j} - \mathbf{v})^2
\]

where \( DC(\mathbf{j}, \mathbf{j} - \mathbf{v}) \) is the motion-compensated color difference in Lu*v* color space between pixel \( \mathbf{j} \) in the current frame and \( \mathbf{j} - \mathbf{v} \) in the previous frame. In order to minimize eq. 5.1 we employed two estimation methods. The first is a search scheme commonly employed by block-matching motion estimators ([75], [13]). In the second, the solution is derived by differentiating with respect to the unknown motion vector [60]. The latter scheme has been widely used in the literature in intensity-based motion estimators and is computationally very attractive. In order to deal with motions of large magnitude we incorporated both schemes in a multiscale framework.

At the next level of the proposed method (Level 2 in fig. 5.1) a statistical representation of the color and motion properties of segments that result from a color segmentation method is built. Like in the previous two chapters, the color segments are the building elements of the objects in the scene, that is, each object is defined as a collection of color segments. For its localization accuracy and its low computational complexity we choose the watershed algorithm to obtain the color segmentation. The latter is applied on the morphological gradient of the color image [100], where the morphological gradient at each point is estimated as the difference between the morphological opening and closing operators, each of which is applied separately to each of the three components of the color frame [45]. Like in the previous two chapters we
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aim at a conservative color segmentation. As was the case in the motion estimation scheme, we use the \( L^u v^u \) color space and the Euclidean distance as a quantitative measure of color differences.

![Figure 5.2: An original frame and a watershed color segmentation for the “jardin” sequence.](image)

Once the color segmentation phase is over we build a statistical representation of the color and motion properties of each color segment. Adopting the terminology of the previous two chapters, let us denote with \( s \in [1 \ldots K] \) the segments that result from the initial color segmentation phase and with \( \mathcal{G}_s \) the set of pixels in segment \( s \).

We assume that the feature vectors at the points within each segment \( s \) are all generated by the same process. Assuming that this process can be approximated within the color segment \( s \) with a multivariate Gaussian we estimate its parameters (i.e. mean vector and covariance matrix) \( \phi_s \) with a **Maximum Likelihood** estimator. Assuming that its components are not correlated we consider only the diagonal of the covariance matrix.

Let us then define two general operators \( \mu_d(.) \) and \( \sigma_d(.) \) that return the mean and the deviation of the \( d \)-th (\( d \in [1, \ldots, 5] \)) component of the multivariate Gaussian that receive as argument, respectively. That is, \( \mu_d(\phi_s) \) and \( \sigma_d(\phi_s)^2 \) are the (scalar) mean and the variance of the \( d \)-th component of the multivariate Gaussian with parameters \( \phi_s \).

The assumption that the feature vectors within the same color segment are generated by the same process is violated only in the case that the initial color segmentation violates the object edges. Since the structuring element for the applied morphological operators is very small (3x3) a violation of an object edge is not likely to occur. The latter assumes that a color edge is a necessary condition for an object edge. On the other hand, the assumption that the process that generates each feature vector is a multivariate Gaussian is a design assumption. As such, it can be violated, for example in situations where the motion pattern has large rotational components whose center of rotation is very close to the segment in question. In such cases a parametric model would be more appropriate. However, given that the size of the initial color segments can be rather small in general (e.g. fig. 5.2), a higher-order model would introduce the problem of dimensionality. A low-order model is more robust and less prone to fit to the noise.

At the highest level of the proposed method (**Level 3** in fig. 5.1) each color segment
Local Mixture Modeling

is labeled with an object label in an iterative optimization procedure where the label field and the local statistical properties of the objects in the scene are jointly estimated. Here we will discuss issues related to the initialization of the label field for the first frame of the sequence. For that frame, a user interaction phase is employed. We keep that phase simple, short and intuitive for the user by requiring the drawing of a scribble [22] [119] over the objects in the first frame. We use the user’s scribble as markers for a watershed algorithm applied on the color gradient of the first frame. An illustration in the one-dimensional case is depicted in fig. 5.3. Loosely speaking, object edges are declared at the points of highest gradient between the markers. This produces an initial label field which is used for initializing the local model parameters and the local a priori probabilities for each object.

In comparison to our approach, Chalom [22] also engages a user interaction phase with scribbles. In that work the statistical properties of the objects are estimated only along the scribbles. However, this requires a careful specification of the scribbles to ensure that the feature distribution along them matches the feature distributions of the underlying objects.

5.2 Local Mixture Modeling

At the highest level of the proposed method (Level 3 in fig. 5.1) the color segments are labeled according to the local statistical color and motion properties of the objects. Statistical representations of the color and motion characteristics of an object have been used in the literature (e.g. [22] [85]) for segmenting and tracking objects in complex scenes. Both in [22] and in [85] a mixture of Gaussians is used to model the color and motion features, and in both of them the labeling is performed per pixel.
In the framework of our method we model the color and motion characteristics of each object **locally**. More specifically, around each segment \( s \) we define a rectangular \( (C_s') \) with center the center of mass of segment \( s \) (fig. 5.4). This rectangular \( C_s \) is the support area (or neighboring structure) which will be used for building the local distribution of motion and color features for each of the objects present in \( C_s \). The size of the rectangular is adaptive to the segment's size; its dimensions are taken as the multiples of the horizontal and vertical deviations of spatial coordinates of pixels belonging to the segment in question. The multiplicand, denoted with \( \alpha \), is a user-defined parameter that controls the degree of the locality of the model. Assuming that the distribution of the feature vectors for each object \( n \) within \( C_s \) can be modeled with a multivariate Gaussian, the total distribution within \( C_s \) is a mixture of Gaussians. Let us denote with \( S_s \) the set of segments which intersect with \( C_s \) (i.e. \( S_s = \{ s' : C_{s'} \cap C_s \neq \emptyset \} \)). Let us also denote with \( L = \{ l_s : s \in [1, \ldots, K] \} \) the label field, where \( l_s \) is the label of segment \( s \).

In what follows we will formally define the joint probability of the label field and the feature vectors. An optimization of the joint probability will provide the final label field [108] [5]. Adopting the terminology of the previous chapters, let us assume that there are \( N \) objects in the scene, where \( N \) is specified by the user in the interaction phase. Let us denote an object label with \( \alpha \), where \( \alpha \in [1, \ldots, N] \). Let us also denote with \( \theta_{\alpha n}(L) \) the parameters of the Gaussian distribution around segment \( s \) for the object with label \( \alpha \). Note that in contrast to the previous two chapters \( \theta \) does **not** denote the parameters of a motion model. Let us also denote with \( \pi_{\alpha n}(L) \) the local **a priori** probability of the object \( \alpha \). Note the dependence of \( \theta_{\alpha n}(L) \) and \( \pi_{\alpha n}(L) \) on the label field. Once the label field is given, \( \theta_{\alpha n}(L) \) and \( \pi_{\alpha n}(L) \) are estimated with the Maximum Likelihood estimator for each object \( n \) that exists in \( C_s \). More specifically, \( \pi_{\alpha n} \) is the percentage of pixels in \( C_s \) with label \( n \). In the same way the mean and the variance components of \( \theta_{\alpha n} \) are the estimated mean and variance of the data at the points of \( C_s \) with label \( n \). Finally let us define \( \Theta \) as \( \Theta = \{ (\theta_{\alpha n}, \pi_{\alpha n}) : s \in [1, \ldots, K], \alpha \in [1, \ldots, N] \} \). This is the set of the parameters of the local models and serve as the description of the objects’ properties. We assume that the **a priori** probability that a pixel \( i \) belongs to an object \( \alpha \) is the same for all the pixels \( i' \) in the same color segment \( s \).

Under the above assumptions, the joint probability of the observations \( (X = \{ x_i \}) \)
5.3 Maximization of Joint Probability

and the label field \( L = \{ l_s \} \) is given by:

\[
P(X, L) = P(X|L)P(L) = \prod_{i} p(x_i|\theta_{s_i}(L)) \prod_{i} \pi_{s_i}(L) \tag{5.2}
\]

where the pixel \( i \) belongs to the color segment \( s \) and \( l_s = n \). The product is taken over all pixels \( i \) in the current frame.

Once the label field is known the \( P(X, L) \) can be estimated in a straightforward way.

The parameter \( \alpha \) which controls the degree of locality is the only parameter in our formulation. Concerning this parameter, let us note that in the degenerate case that \( \alpha \to \infty \), then all \( C_s \) contain the whole image and the modeling implies that the feature vectors of each object follow a unimodal multivariate Gaussian distribution. In that case, the closer the feature vector to the mean of the object, the higher the probability that the corresponding pixel has the label of the object in question. That model is equivalent to a global, low-order model and is obviously capable of describing with sufficient accuracy a rather limited range of objects, for example only translational motion patterns. On the other hand, as the size of the support area \( C_s \) decreases, the degree of locality of the model increases. In this way we are able to model objects having variations in their color and motion characteristics (e.g. humans). In the way that the support areas \( C_s \) are defined the local modeling implies that the color and motion characteristics are only locally homogeneous. Such an assumption is essential for assigning the same label to segments with similar color and motion characteristics. In the extreme case that the support area \( C_s \) is smaller than the color segment itself (i.e. \( \alpha \leq 1 \)), the local model only influences and is influenced by the color segment in question. In that case the label of the color segment does not effect the joint probability of the labels and the observations.

5.3 Maximization of Joint Probability

The labeling criterion is the maximization of eq. 5.2. This is equivalent to the maximization of its logarithm.

\[
L(X, L) = \ln(P(X, L)) = \sum_i \ln p(x_i|\theta_{s_i}(L)) + \sum_i \ln(\pi_{s_i}(L)) \tag{5.3}
\]

We employ an iterative local search algorithm which generates a sequence of label fields \( L^k \) (where \( k \) denotes the iteration) that increase the log-likelihood function. The optimization procedure also involves the initialization of the label field \( L^0 \). For the first frame this is provided as the result of a watershed segmentation procedure that uses markers extracted from the user-specified scribbles. For each of the remaining frames of the sequence, \( L^0 \) is obtained from the estimation of the label field from the previous frame with a projection scheme described in section 5.4. An outline of the whole procedure is depicted in fig. 5.5.

In the iterative local search optimization scheme, given a label field \( L^k \) we examine possible perturbations of the label field \( L^{k+1} \) and calculate the logarithm of the joint
probability of the perturbed label field and the observations (eq. 5.3). We accept the perturbations that increase the log-likelihood function. In order to reduce the computational cost we examine perturbations only along the borders between the different objects (as defined by \( L^k \)). Furthermore, along the borders of the objects are the locations where misclassifications are to be expected in the initialization of the label field \( (L^0) \). For the first frame misclassification occur due to the imprecisions in the user’s scribbles. For the rest of the frames misclassifications in the \( Q_\alpha \) result due to the shortcomings of the projection scheme, as will be described in section 5.4. The final label field is obtained when no change of the label of a color segment \( s \) along the borders, increases the log-likelihood function. Since the log-likelihood function has an upper bound, the stopping criterion is guaranteed to be met. An outline of the iterative local search optimization scheme is depicted in fig. 5.6.

The maximization of \( L(X, L) \) with the iterative local search algorithm involves two steps (fig. 5.6). First, by changing the label of a segment \( s' \) from \( n \) to \( n' \), the \( (\theta_{sn}, \pi_{sn}) \) and \( (\theta_{sn'}, \pi_{sn'}) \) for all segments \( s : s' \in C_a \) need to be re-estimated. In the second step, the joint probability of these segments \( s \) given the new values of \( (\theta_{sn}, \pi_{sn}) \) and \( (\theta_{sn'}, \pi_{sn'}) \) are estimated. However, these estimations are computationally intensive if they are to be performed at pixel level. We will utilize the statistical representation of each segment to estimate them efficiently. More specifically, we will express them as a function of the segment parameters \( \phi_{st} \). To do so we will need some extra notation. Let us denote with \( P(s'|C_a) \) the probability of a segment \( s' \) given a support area \( C_a \). This can be estimated as the percentage of \( C_a \) that \( s' \) occupies (fig. 5.4). That is,

\[
P(s'|C_a) = \frac{|G_{s'} \cap C_a|}{|C_a|}
\]

(5.4)

Given the label field and the parameters \( \Theta \), let us estimate the log-likelihood func-
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\[ L(X, L) = \sum_{k=1}^{K} \ln p(x_k | \theta_{sn}(L)) + \sum_{k=1}^{K} \ln (\pi_{sn}(L)) \]

For estimating the expected value of \( \ln p(x_k | \theta_{sn}(L)) \) we utilize the fact that \( x_i \) are assumed to be generated by a process following the Gaussian distribution parameterized by \( \phi_x \). By denoting each component of the Gaussian by \( d \) and after some algebra we obtain that:

\[ E_{l \in G_s} \{ \ln p(x_k | \theta_{sn}(L)) \} = -\sum_{d=1}^{5} \ln(\sqrt{2\pi\sigma_d(\theta_{sn}))} \]

\[ -\sum_{d=1}^{5} \frac{(\mu_d(\phi_x) - \mu_d(\theta_{sn}))^2 + \sigma_d(\phi_x)^2}{2\sigma_d(\theta_{sn})^2} \]

where the dependence of \( \theta_{sn} \) on \( L \) is omitted for notational simplicity.

Let us now estimate the parameters \((\theta_{sn}, \pi_{sn})\) given the label field \( L \). \( \theta_{sn} \) is the mean and the variance of the data at points inside \( C_a \) with label \( n \), and \( \pi_{sn} \) is the percentage of points in \( C_a \) with label \( n \). Let us express them as functions of the means and the variances of the segments.

\[ \pi_{sn} = \sum_{s' \in S_s} P(s' | C_a) \delta(l_{s'} = n) \]

\[ \mu_d(\theta_{sn}) = (\pi_{sn})^{-1} \sum_{s' \in S_s} P(s' | C_a) E_{l \in G_s} \{ x_i \delta(l_1 = n) \} \]

\[ \sigma_d(\theta_{sn})^2 = (\pi_{sn})^{-1} \sum_{s' \in S_s} \delta(l_{s'} = n) P(s' | C_a) (\mu_d(\phi_x)^2 + \sigma_d(\phi_x)^2) - \mu_d(\theta_{sn})^2 \]
Equations 5.7-5.9 provide us in analytical form the parameters of the probability distribution in $C_s$ as a function of the statistical representations $\phi_{s'}$ of the color segments $s'$ that intersect with $C_s$. In a straightforward manner we can derive from them the difference in these parameters caused by the change of the label of a segment $s' \in C_s$. More specifically, suppose that the label of a segment $s'$ has changed from $n$ to $n'$. Then the parameters of the local model for object $n$ around segment $s$ (where $G_{s'} \cap C_s \neq \emptyset$) are given by:

$$
\begin{align*}
\pi_{s'n}^{\text{new}} &= \pi_{s'n}^{\text{old}} - P(s'|C_s) \\
\mu_d^{\text{new}}(\theta_{s'n}) &= \frac{1}{\pi_{s'n}^{\text{new}}} \left[ \mu_d^{\text{old}}(\theta_{s'n}) \pi_{s'n}^{\text{old}} - P(s'|C_s) \mu_d(\phi_{s'}) \right] \\
\sigma_d^{\text{new}}(\theta_{s'n})^2 &= \frac{\pi_{s'n}^{\text{old}}}{\pi_{s'n}^{\text{new}}} \left[ \sigma_d^{\text{old}}(\theta_{s'n})^2 + \mu_d^{\text{old}}(\theta_{s'n})^2 \right] - \frac{1}{\pi_{s'n}^{\text{new}}} \left[ \sigma_d(\phi_{s'})^2 + \mu_d(\phi_{s'})^2 \right] P(s'|C_s) - \mu_d^{\text{new}}(\theta_{s'n})^2
\end{align*}
$$

Using eq. 5.6 we can then derive the difference in the log-likelihood function.

### 5.4 Object Projection

One of the most important issues in the segmentation of image sequences is the temporal coherency of the label field. That is, how consistent the label fields are in time. Dealing with this issue involves establishing a link between the label field at the current frame and the label field at the previous frame. This is usually achieved with a motion-based projection in the label field estimated at the previous frame.

In our approach, the temporal consistency affects the label field at the first iteration, that is, the construction of $L^0$. For each frame of the sequence except the first, each segment $s$ is projected in the previous frame and the parameters $\theta_{sn}$ and $\pi_{sn}$ (for each label $n$) are estimated locally around the projection area (fig. 5.7). Then, we assign to segment $s$ the label which maximizes the joint probability of the observations in $s$ and its label.

![Figure 5.7: Projection of segment $s$ in the label field of the previous frame](image)

More specifically, the window in which the parameters $\theta_{sn}$ and $\pi_{sn}$ are estimated, is constructed around the projection in the previous frame of the center of mass of the
The dimensions of the support window are determined as multiplicative factors of the deviations of coordinates of the pixels belonging to segment \( s \). We should note that it is essential that we do not consider the local model estimated at the previous frame around the color segment to which the segment of mass of \( s \) projects. The initial color-based segmentation can vary from frame to frame, thus the dimensions of the support window for the local model estimated in the previous frame may be too small or too large for a correct classification of segment \( s \). For example, in fig. 5.7 segment \( s \) is fragmented in smaller segments in the previous frame. The local model, estimated in the previous frame around the segment containing the point of projection, was estimated in a support window which is too small with respect to the dimensions of segment \( s \).

Once the parameters \( \theta_{sn} \) and \( \pi_{sn} \) are estimated, we assign to \( s \) the label which maximizes the joint probability of the observations in \( s \) and the label itself. Formally:

\[
I_s = \arg \max_n \prod_{i \in G_s} p(x_i | \theta_{sn}) \pi_{sn}
\]  

(5.13)

In the projection procedure the number of the labels is considered known and fixed for the whole sequence. Parts of the objects that are entering the scene are classified successfully if their motion and color characteristics are similar to the ones of the segments that were already visible in the previous frame. However, eq. 5.13 does allow for the classification of segments as parts of an object that just appears in the scene. A new label could be added in case the joint probability of each label \( n \) and the observations in \( s \) is smaller than a threshold.

Finally, let us note that in the way that the projection procedure is defined, the effect that the inaccuracies in the projection and the occlusion phenomena have, is limited. That holds because the local models are estimated over larger areas, namely the support windows, which do not have to be localized accurately. It suffices that the support window contains a sufficiently large portion of the object to which segment \( s \) belongs. Furthermore, the classification is performed per segment, which makes the procedure robust to a small number of inaccurately estimated features.

5.5 Experimental Results

The method has been tested in a number of image sequences. Here we present results for four of them, namely the “claire” the “mother”, the “jardin” and the “coast guard” image sequences.

For the “claire” sequence we present results for two settings. In the first we decompose the scene into two objects, namely the woman and the background. In the second, the face of the woman is marked at the first frame as a third object. In fig. 5.8 we present the first frame of the sequence and the watershed color segmentation and fig. 5.9 depicts the user scribbles for both settings as well as the initial label field \( L^0 \) for the three objects setting are depicted. It is clear that the conservative watershed segmentation provides good edge localization and that object edges are not violated. Furthermore, the user scribbles need not to be very accurate in the case that we aim at a segmentation in two objects, since the color structure in the background is rather poor.
In the case that a separation of the face from the body and the hair is desired, a more careful initialization is required.

Figure 5.8: Original frame and color segmentation of “claire” image sequence

In fig. 5.13 we present the labeling results for 75 frames with a step of 15 frames. In the first and the second column the label fields for each of the two cases are presented. In the third column the borders of the objects are superposed on the corresponding original frames to demonstrate the localization accuracy of the method. In both cases the label fields were very stable in time and the borders of the objects were well localized.

Figure 5.9: User-specified markers and label field $L^0$ for “claire” sequence

For the “mother” sequence, a segmentation into five objects was attempted, namely the background, the child, the face, the hair and the body of the woman. fig. 5.10 depicts the first frame of the sequence, the watershed segmentation, the user-defined scribble and the initial label field $L^0$. In fig. 5.14 we present the segmentation results for 75 frames with a step of 15 frames. The first column contains the label fields and the second column the borders of each object are superposed on the original frames. The label field is quite accurate and the borders well localized. However, a number
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of misclassifications is also visible. In the frames between frame 45 and 70 (three last rows of fig. 5.14) sometimes a part of the picture in the background has merged with the hair of the woman. This artifact is due to the absence of a significant color edge, as a result of which the initial color segmentation produces a single segment which contains both part of the hair and part of the picture in the background. Since the misclassified area has a thin and elongated shape, simple morphological operations on the final label field would remove the problem in this specific case [101]. A more general remedy would be to introduce temporal constraints in the initial color segmentation or in the final label field. However, such solutions require accurate projections of the borders, which can be problematic either due to inaccuracies in the motion estimation or due to occlusions. For the same sequence, misclassifications occur when the hand of the woman is introduced to the scene due to the absence of reliable temporal constraints.

![Figure 5.10: “mother” sequence: results for the first frame](image)

In the “jardin” image sequence we are presented with a complex scene in terms of both motion and color characteristics. In terms of motion the scene contains three distinct motion patterns: The apparent background motion due to the camera motion, the quite arbitrary motion of the water of the fountain and the non-rigid human motion of the two walking men. In terms of color, the characteristics of both the background as well as the two men exhibit variations. For this sequence, we attempt a segmentation into three objects, namely the two men and the background. The first frame of the sequence, the corresponding watershed color segmentation and the user markers are depicted in fig. 5.11. Since the scene is rich in color structure the conservative initial color segmentation method results in an oversegmentation of the scene. On the other hand, the edge localization is very good. The scribbles defined by the user interaction are depicted in fig. 5.11(c).

The results of the labeling for 15 frames of the sequence are depicted in fig. 5.15. In the first column we present the label fields and in the second column the borders of each object are superposed on the corresponding original frames. The proposed method exhibits good localization properties and is rather stable in time. Misclassifications that occur in disclosed areas (e.g. behind the two men) do not propagate to the subsequent frames. The main misclassifications occur in thin, elongated areas, such as the broom that is carried by the second man (note that the user’s scribble marks
the broom as part of the second man) and in areas that just appear in the scene. The dimensions of the support areas that have been used are 3.5 times as large as those of the corresponding color segments. As a consequence in areas like the broom, the homogeneity of the label field (implicitly imposed by the $\pi_{an}$) overcomes the color and motion evidence (the latter not being very reliable). The spatial homogeneity is also the reason that occasionally areas like the head and the leg of the first man merge with the background. On the other hand, much smaller support windows produce noisy label fields with isolated segments.

Finally, we present results for the image sequence “coast guard”. The first original frame, the corresponding watershed color segmentation and the user’s scribbles are depicted in fig. 5.12. In fig. 5.16 we present the label fields and the corresponding superpositions of the object borders on the original frames for 45 frames of the sequence with a step of 9 frames. The proposed method exhibits very good temporal stability and localization properties.

5.6 Conclusions

In this chapter we presented a semi-automatic method for labeling image sequences based on a local model-based statistical classification algorithm. An initial color segmentation scheme partitions each frame in a number of segments which are subsequently labeled on the basis of their color and motion statistics. The labeling is expressed as an optimization problem, where the criterion is the maximization of the joint probability of the labels and the color and motion distribution within each object. Limited user interaction is required for the first frame of the sequence.

Experimental results have been presented for four image sequences containing objects whose motion and color attributes show variation. We have tested our method in complex scenes with moving cameras and highly cluttered background. We have presented results for rigid as well as non-rigid human motion without a priori knowledge
of the contents of the scene. The label fields that were obtained were temporally stable and localized quite well.

The principle of the proposed method is quite simple and a number of extensions could be incorporated to increase its performance and to deal with its weaknesses. In our opinion future research should aim at two main directions. The first one involves the treatment of objects entering the scene (e.g. the hand of the woman in fig. 5.14), which in the current framework are assumed to belong to one of the objects already present in the scene. Even in the cases that such an assumption holds true a correct classification is problematic since the entering object does not necessarily possess color and/or motion characteristics similar to those of the object to which it belongs. However, identification of such areas and the assignment to them of a new label might be an easier task. A new label can be added if the joint probability of each label and the observations in the segment in question (eq. 5.13) is smaller than a threshold.

The second direction involves a model for the temporal evolution of the statistical representations of the objects’ properties or a temporal link between subsequent label fields. Both model and link aim at higher temporal stability at the cost of a lower degree of adaption to the data. The first could be achieved in terms of Kalman filtering [20] of the parameters of the Gaussians; the second by introducing temporal dependencies in the \textit{a priori} probabilities of each label \( \pi_m \), that is, by defining them as conditionally dependent on the label field of the previous frame.
Figure 5.13: Results for the “claire” sequence. First Column: The label field for segmentation in two objects. Second Column: Label field when the face is considered a separate object. Third Column: Superposition of the contours of the face and the body on the original frames of the sequence. Results are shown for frames 3, 15, 30, 45, 60 and 75.
Figure 5.14: Results for the “mother” sequence. First Column: The label field for segmentation in four objects. Second Column: Superposition of the contours of the objects on the original frames of the sequence. Results are shown for frames 1, 15, 30, 45, 60 and 75.
Figure 5.15: Results for the “jardin” sequence. First Column: The label field for segmentation in three objects. Second Column: Superposition of the contours of the objects on the original frames of the sequence. Results are shown for frames 1 to 15 with a step of 4 frames. ($\alpha = 3.5$)
Figure 5.16: Results for the “coast guard” sequence. First Column: The label field for segmentation in four objects. Second Column: Superposition of the contours of the objects on the original frames of the sequence. Results are shown for frames 10, 19, 28, 37 and 46 ($\alpha = 3.5$)
Chapter 6

Discussion

In the previous three chapters we proposed three methods for object-based segmentation of image sequences, while in the first two chapters we gave an introduction and a review of the related work which positioned our work in the field. In this chapter we attempt an *a posteriori* discussion/evaluation of the design decisions that we made. The purpose of this chapter is two fold: On the one hand we outline our contributions. On the other hand, such an evaluation serves as a starting point for a discussion for future research. Such a discussion extents beyond improvements of the proposed methods. It rather expresses the author’s personal view on some of the major issues in the field. As such, it is not intended as an exhaustive review and evaluation of the different approaches in the field.

The chapter is organized in a hierarchical way in which we first discuss common design decisions in the development of the proposed methods and later we discern between them based on their individual characteristics. The organization of the discussion is depicted in fig. 6.1, where the nodes of the tree represent the discussion items. At the higher level of the hierarchy we discuss issues related to our proposed paradigm: “fine initial intensity segmentation” - “labeling based on models that consider the intensity segments as primary elements”. Subsequently, we discern between three main directions depending on the level and type of user interaction that they require. Within the framework of the first direction we discuss about fully automatic methods. Within the framework of the second direction we discuss on issues raised when the goal is medium-level user interaction. The motion-based segmentation methods that we described in chapter 3 and chapter 4 follow that direction. Subsequently, we discern between them according to the paradigm they adopt: while the method of chapter 3 separates the motion hypothesis extraction phase from the labeling phase, the method of chapter 4 estimates jointly the motion hypotheses and the label field. Finally, within the framework of the third direction we discuss issues raised for methods that require higher level of user interaction in order to deal with more complex scenes. Since the method of chapter 5 follows that direction, we build the discussion around its advantages and limitations.


6.1 Intensity segments as primary elements

In this dissertation we have proposed methods that utilize an independent “fine” initial intensity (color) segmentation. The resulting intensity (color) segments are used as primary elements for the subsequent processing. The proposed methods come to cover the gap between pixel-based approaches and segment-based approaches where the initial segments are relatively large. Let us discuss on the merits and the disadvantages of each.

At the one end of the spectrum are the pixel-based approaches. In comparison to the segment-based approaches which lie at the other end of the spectrum, they are characterized by:

(a) High dimensionality of the solution space.

(b) High degree of ambiguity about the labeling of a single pixel due to uncertainties and/or inaccuracies in determination of features such as motion-related ones. This leads to higher dependence on spatial and/or temporal constraints.

These characteristics usually lead to objective functions with a lot of local minima which are optimized via complicated optimization schemes.

At the other end of the spectrum, larger segments\(^1\) can reduce the dimensionality of the solution space, disambiguate the estimation of properties such as motion and

---

\(^1\)To be more precise, the size of the segments is not always the issue in such methods. What is relevant is that the initial segmentation provides segments for which the properties on which the labeling is performed,
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need to employ optimization schemes which are, by far, less computational expensive. In comparison to pixel-based approaches they bring only advantages under a single critical assumption: that the initial segments do not violate object edges.

In our view, it is difficult to guarantee that an intensity segmentation scheme, which is typically employed in order to obtain such an initial segmentation, will respect such an assumption for a large number of image sequences. Complex scenes which include objects with high within-object intensity / color variation are difficult to be automatically segmented in a small number of intensity segments. Even the conservative approach that we employed failed in a number of situations.

In this dissertation we proposed methods that utilize an initial intensity (color) segmentation that in terms of granularity lie in the middle/high end of the spectrum. In order to deal with the ambiguity that, possibly small, initial segments may introduce we introduce constraints in terms of models that consider the initial segments as primary elements. More specifically, in chapters 3 and 4 we proposed models that consider intra-segment dependencies on the label field, while in chapter 5 we proposed the use of local models whose region of support extents beyond the borders of the color segments.

The intensity (color) segmentation that we proposed introduces information about an intensity (color) edge in an early stage. In general, the assumption that an object edge requires the presence of an intensity edge can be violated and we will comment on that latter in this section. On the other hand, such an assumption is valid for the large majority of video material and to our opinion, is useful to be employed. The conservative approach that we applied for the initial intensity segmentation was justified by good localization of the initial intensity (color) segments. Furthermore, the use of intensity segments as primary elements increased the robustness and decreased the computational complexity in comparison to the corresponding pixel-based approaches. In chapter 3 we have shown comparative results that support our claim as far as robustness and computational complexity are concerned.

The use of an initial segmentation poses problems to the extent that object borders are violated. Such a situation might occur when presented with image sequences with objects with high degree of texture. An extreme example is motion of random dot patterns which a human observer can effortlessly segment. A possible remedy for such situations, and a possible extension of our approach, is to consider the potential break up of an intensity segment with criteria such as the degree of conformity to the motion model.

Finally, let us note that the principle of the approach that we propose is quite simple and can be possibly applied in other similar problems not necessarily from the same domain. That holds mainly for the methods proposed in chapters 3 and 4 since the method of chapter 5 is more oriented to the the domain of video segmentation. If the motion-based segmentation is seen as a clustering problem, we propose a two-stage approach. At the first stage we form small initial clusters based on a conservative local grouping. At the second stage we apply a clustering method with primary elements the initial groups. Since the dimensionality of the problem is reduced in the second stage, are reliable enough. Since, usually, that includes the reliable estimation of a parametric motion model, the segments need to be rather large. Of course, depending on the method, different degrees of dependence on the accuracy of the estimated properties are reported.
more powerful clustering schemes can be employed. Since the initial grouping might be erroneous it would be wise that such schemes address robustness issues. The advantages of such an approach was clearly illustrated in the motion hypotheses extraction phase of chapter 3. However, since we do not have experimental results on data from another domain, such a discussion should be seen in the context of possible extensions. Furthermore, we should note that in our domain, the feature that has been used for the initial conservative grouping has very good localization properties.

The methods proposed in chapters 3 and 4 attempt an object-based segmentation adopting **global parametric models** of low order of the objects’ motion characteristics. On the other hand, the method of chapter 5 bases the labeling on the **local statistics** of color and motion. This change in the complexity of the assumed model comes as a trade-off between automation and the complexity of the object’s properties. In what follows we will attempt a discussion on issues raised for three main categories of approaches: fully automatic methods, methods that require low-level user interaction and methods that require higher-level user-interaction.

### 6.2 Fully automatic methods

Fully automated methods that can be applied in all image sequences are of course a chimera. The main reason being the ambiguity at the semantical level of the purpose of the segmentation. Even for the same image sequence the desired results may vary, depending on the application. The development of a system which can detect the context and subsequently deduce the purpose of the segmentation and the semantics of the scene is still far from realization.

On the other hand, fully automatic methods have been reported to work well in the case that the domain on which they are applied is restricted. The latter means that either the contents of the scene are known in advance (e.g. faces), or rather strict assumptions are made for the patterns of the properties of the objects (e.g. static background in surveillance applications). Although the domain is restricted, the applications that arise may be of great importance. Furthermore, the constraints that the domain knowledge introduces usually have great positive impact on the robustness and speed of the resulting schemes. These can be of critical importance for some applications.

Apart from the difficulties and the challenges that are inherent to each domain, an important issue that arises is how domain knowledge is introduced in the modeling. This includes the construction of domain-specific models and addresses the user’s role in the design procedure. Advances in that area can be of importance both for scientific development as well as for an end-user since they will allow an easier and faster change between domains. The employment of rather general models whose parameters and components are determined by training in examples from the specific domain are, according to the author, steps in the right direction. However, to the best of our knowledge, issues related to the user interaction to the modeling procedure are not yet sufficiently explored.
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With the term medium-level user interaction we mean the tuning by the user of a small number of parameters. That is in contrast to higher level interaction that offers implicit information about the contents of the scene by specifying the localization of the objects of interest. Such parameters can be the number of objects or a parameter related to the degree of within-object homogeneity in the properties on which the labeling is performed.

As far as the properties on which the grouping / labeling is based, according to the author, the best, so far, proposed features are related to the temporal behavior of the objects. Such are motion-related features, and temporal constraints on the localization of the objects. Other properties, such as depth are also important, but for monocular image sequences they are usually derived from motion-based features.

Motion related properties were also utilized in the methods developed in chapters 3 and 4. Let us discuss on some of the common design choices.

Affine motion models Affine motion models come as a good compromise between complexity and robustness and have been widely utilized in the context of motion-based segmentation. However, the rigidity assumption that they introduce imposes a limitation which in some cases can be too restrictive for object-based segmentation. Such an assumption can be overcome, in principle, by methods that assume that the motion field is smooth within the objects and detect object borders at motion discontinuities. Let us briefly outline the advantages of each approach as well as the challenges that it should face.

On the one hand, global parametric models of low order impose rigidity assumptions. On the other hand, the estimation of their parameters is object-based, that is, it is based on large regions formed by collections of primary elements (pixels or segments). The use of collective constraints over the large regions robustifies the estimation of the parameters of the models significantly. At the same time, the use of a global model allows the utilization of the motion-compensated intensity differences for labeling. The latter, does not introduces the inaccuracies that an independently estimated feature, such as independently estimated motion, does. In both of the methods of chapter 3 and chapter 4 we were able to estimate the motion parameters with a degree of accuracy that allowed a good labeling based on the motion-compensated intensity differences.

The main, yet very important, advantage of using motion-smoothness constraints is that such a model covers objects with non-rigid motion patterns. On the other hand, such approaches require high reliability of the motion properties that are estimated for the primary elements (pixels or segments). It is difficult to estimate accurately such properties at the areas that accuracy is needed the most: at the borders between the different objects. Such inaccuracies are mainly due to motion-generated occlusions and their extent depends also on the size of the primary elements. Since the primary elements need to be rather small, to our opinion, such methods should face the challenge of the joint estimation of the motion properties and the label of a segment. Spatial constraints should be added for regularization purposes which perform a sort of smoothing and at the same time
respect discontinuities: a task which by no means is trivial. This is an interesting direction of future research on which we will elaborate further in section 6.3.2.

Markov Random Fields on the intensity segments  In both of the methods of chapters 3 and chapter 4 we modeled the label field as a Markov Random Field where the segments that resulted from an initial intensity segmentation were used as the sites in the formulation. Such modeling has been widely used in pixel-based approaches to express spatial and/or temporal constraints. In our case, it helped to produce clean label fields without isolated intensity segments for both of the proposed methods. Such a model expresses the local interactions between the sites (intensity segments) in a way that results in a well-defined global optimization criterion. Furthermore, the formulation allows the application of optimization methods that allow to reverse the assignment of a label to a specific site (intensity segment in our case). This property is particularly important when the segment’s properties need to be estimated jointly with the label field (i.e. for the method of chapter 4).

In both of the methods we proposed that the interaction between intensity segments is proportional to the length of their common border. In general, such a decision puts the emphasis on the spatial constraints for smaller intensity segments, while for larger segments the emphasis is put on the temporal constraints. It would be interesting to investigate and possibly adjust such interaction depending also on the shape of the intensity segments. Alternative approaches for the application of spatial constraints include region merging methods and level-set approaches. However, in both the labeling of an intensity segment is irreversible. On the other hand level-set approaches offer significant advantages in terms of computational complexity and their application with intensity segments as primary elements could be an interesting direction of research. Their application once the motion hypotheses are reliably estimated seems straightforward. On the other hand, a joint motion estimation / segmentation scheme does not seem easily feasible.

A three-frame approach on motion-compensated intensity differences  In both of the proposed methods the motion compensated intensity differences have been used as evidence in the labeling phase. In chapters 3 and 4 we have clearly illustrated the advantages of using such evidence for labeling instead of an independently estimated feature such as motion. The main reason is the inevitable inaccuracies that the estimation of the latter introduces, especially in the areas near the borders of the objects. On the other hand, we should note that using as evidence the motion-compensated intensity differences introduces a larger number of local minima in the objective function which can be problematic in that case that the motion hypotheses are far from the correct ones. The latter is evident from the higher degree of dependence on the initializations of the method in chapter 4 in comparison to the method in chapter 3. In order to overcome the latter, multiscale approaches should be adopted.

In both of the methods we proposed a three-frame approach where evidence for the temporal behavior of the objects were sought either in forward or in backward
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direction. This offered a significant improvement in labeling accuracy. Such an approach is particularly beneficial in the presence of motion large in magnitude as was illustrated both in chapter 3 and chapter 4.

The methods of chapter 3 and 4 differ on the adopted paradigm for the motion hypotheses extraction and motion-based labeling. The first one adopts a two-stage approach in which the motion hypotheses extraction and the labeling are performed independently from each other. The second method incorporates all of the constraints in a single framework and attempts the joint estimation of the motion hypotheses and the label field. While the method of chapter 3 estimates the motion hypotheses from an independently estimated motion field, the second seeks evidence directly in the image intensities.

6.3.1 Two-stage motion hypotheses extraction and motion-based labeling

The method proposed in chapter 3 separates the motion hypotheses extraction phase from the labeling phase. In contrast to most of the methods that utilize a dense motion field for the motion hypotheses extraction, we propose the use of the motion-compensated intensity differences as evidence of the conformity of the kinematic behavior of a region with a motion hypotheses. As we have already discussed in the previous section, we have clearly shown that once the motion hypotheses are well estimated, the motion-compensated intensity differences offer far better evidence for the labeling than the motion field itself.

For the motion hypotheses extraction phase a clustering algorithm has been proposed. The challenge that had to be faced is that of the estimation of the parameters of a number of models in presence of inaccurate data. In order to deal with the inaccuracies of the motion estimation field we have proposed confidence measures derived from an analysis that expresses the utilized motion estimator in a probabilistic framework. We have clearly demonstrated the relevance of the derived confidence measures. For the clustering we have proposed an extension of the C-Means algorithm that incorporates the use of the derived confidence measures, robust statistics and the initial intensity segmentation. We have clearly illustrated the benefits of the proposed scheme in terms of computational complexity, accuracy and robustness in presence of inaccurate motion fields.

In terms of the computational complexity we have clearly shown the advantages of using intensity segments as primary elements instead of pixels. We have derived intermediate measures that allow a computational complexity proportional to the number of intensity segments at each iteration. In contrast to other methods in the literature this does not involve the estimation of affine parameters for each intensity segment and clustering in the parameter space which is sensitive to the parametric representation of each intensity segment.

Further research in this direction should address the dependence of the clustering on the initializations. Stochastic optimization procedures might provide an answer but their incorporation in the optimization procedure should respect the differences in the statistics of pixels in comparison to statistics of intensity segments. To be more
specific there is a difference in the landscape of the energy function in the solution space specified by the motion parameters and the label field. In the direction of the label field, the energy function has a more step-wise behavior since the change of the label of an intensity segment implies a higher difference in the energy function in comparison to the corresponding difference that the change of the label of a pixel would introduce. Moreover, such a difference depends (implicitly) on the size of the intensity segment.

Another interesting direction of future research would be towards the automatic determination of the parameter \( z_c \) which is related to the strength of the spatial interaction between neighboring segments. Although the majority of the approaches that use a Markov Random Field modeling do not address the issue of its automatic determination, conceptually, it seems rather redundant once the number of the objects is specified. Furthermore, since the Maximum Likelihood labeling already provides a reasonably good initial label field, its automatic determination with cross validation techniques seems feasible.

Finally we should note that the applicability of methods that assume smoothness on the motion field can be successfully applied to an independently estimated motion field to the degree that the latter is accurately estimated. In the case of a simple (e.g. block-based) motion estimation method it is preferable, to our opinion, that such a method is applied to obtain only an initialization of the label field. In a subsequent stage, motion properties near the borders should be simultaneously estimated with the label field at the corresponding areas.

### 6.3.2 Joint motion estimation and segmentation

The method of chapter 4 proposed the incorporation of the spatial and temporal constraints on the label field and on the image intensities in a single framework. The problem is expressed as an optimization problem in terms of the \( \text{a posteriori} \) probability of the label field. Each of the constraints is expressed in terms of an assumption about the corresponding probability distribution. The advantage of such an approach is that it separates the modeling from the optimization procedure and that it allows the addition/modification of the constraints in terms of the assumptions for the underlying distributions. The incorporation of all the constraints in a single framework allows the joint estimation of the motion parameters and of the label field, thus exploiting the interdependencies between them. In order to jointly estimate the motion parameters and the label field such a unified framework with a global objective criterion seems to be a good modeling choice.

The spatial and temporal constraints were expressed by modeling the underlying distributions as Gibbs distributions. That choice allowed us to exploit the extensive work that has been conducted in the field of MAP-MRF modeling (Maximization of the \( \text{a posteriori} \) probability under Markov Random Field modeling). This modeling seems particularly suited for the joint estimation of the label field and the motion parameters. Furthermore, it allowed relatively easily the incorporation of the three-frame extension that we have proposed and the introduction of the direction field in the optimization procedure.

We have opted for deterministic methods and for hard decisions in the optimization
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scheme. This in principle implies higher dependence on the initializations at the gain of lower computational cost. As far as extensions to the optimization procedure are concerned, there are three directions that we would consider worth of further investigation.

**Multiple scales** Multiscale extensions aim to reduce the sensitivity of deterministic methods on the presence of local minima in the objective function and to the reduction of the computational cost. Such extension which is widely used for pixel-based approaches is not straightforward when intensity segments are used as primary elements. The reason is that it is not trivial to define what the intensity segmentation should be in a higher scale. For this reason, we opt for an extension that performs the labeling on the original intensity segmentation but derives the constraints from different scales of the original image sequence (fig. 6.2).

![Figure 6.2: Extension to multiple scales. Constraints on multiple scales of the original frames are applied for the labeling of the intensity segments.](image)

**Stochastic optimization** Such methods (e.g. simulated annealing) overcome the presence of local minima in the objective function by accepting with certain probability changes in the parameter space that increase the objective function. Such extensions could be applied also in the method that we developed as long as they take into consideration that the landscape of the objective function has higher and more irregular discontinuities in correspondence to pixel-based methods.

**Soft decisions** The incorporation of soft decisions in the labeling is practically straightforward as we show in appendix C.

Possible extensions of the proposed method include the automatic determination of the parameters $z_c$ and $z_r$, the anticipation of objects entering the scene and the use of a parameter related to the motion homogeneity as an alternative to determining the number of objects. However, the most interesting direction, to our opinion, is the
relaxation of the rigidity assumption and the adoption of smoothness constraints on the motion field. In that direction we have already developed a motion estimation method that imposes anisotropic smoothness constraints with intensity segments as its primary elements and we have obtained very encouraging results. The challenges in this direction lie in the way that the smoothness constraints on the motion field are applied when intensity segments are considered as primary elements. This includes the modeling of the kinematic behavior of each intensity segment.

6.3.3 Open issues in motion-based segmentation

There are several issues in the context of motion-based segmentation that are not addressed by the proposed methods and some that, to our opinion, are not sufficiently addressed in the related literature either. A non-exhaustive list includes:

Temporal constraints in more than two frames Our methods, as well as the majority of the methods in the literature, express the temporal constraints by considering fixed the label and the motion field in the previous frame. The main reason is the computational cost that a joint estimation in more than one frames involves. However, such an approach, to our opinion, could disambiguate the estimation of the label and motion field in problematic areas, such as occlusions.

Non rigid motion patterns This includes motion patterns that differ significantly from the usual assumption of local rigidity (e.g. the water of a fountain). Techniques inspired from texture segmentation might be able to provide answers to such situations.

Total occlusions This involves the total disappearance of an object from the scene for a number of frames. Although our methods do not address this issue, there are a number of tracking methods in the literature that do so by preserving the motion hypotheses associated with it.

6.4 Higher level user interaction

Such higher level interaction comes to bridge the semantic gap between the content-based segmentation that a user wishes to obtain and the low level features that can be extracted from an image sequence. Bridging such a gap is crucial in applications such as video editing or video annotation, where the user wants to access and manipulate the contents of the presented material. A system that aims at similar types of applications need to accurately label objects with possibly high degree of variation in their properties in the absence of domain knowledge. Since homogeneity in low level features, such as motion, cannot provide a unique discrimination between the objects, user interaction is necessary. The characteristics of such a system can be summarized as follows:

Absence of domain knowledge The domain and the contents of the video are considered unknown. Therefore, a high degree of freedom in the properties of the expected objects should be allowed.
### 6.4 Higher level user interaction

**Satisfactory usable user interface** The user interface should be easy to use, intuitive and simple.

**Accurate object localization** The level of accuracy depends on the specific application but, in general, in such applications that involve user interaction it is expected to be quite high.

The method that we proposed in chapter 5 falls in this category of methods. It proposes the modeling of the local statistical properties of the objects and the initialization of the models via a user interaction phase. We do not utilize domain knowledge but employ rather general models that do not make assumptions about the contents of the scene. More specifically, the local modeling that we have proposed implies local smoothness assumptions in color and motion. We have clearly demonstrated that the proposed method is capable of tracking non-rigid as well as rigid motion and objects even when motion information alone is insufficient to discern between them. On the other hand, the smoothness assumption causes the merging of small and elongated areas. This is also due to the fact that the independently estimated motion field in such areas is quite unreliable.

As far as the user interaction is concerned, we proposed a simple and intuitive scheme. The user-specified scribbles initiate a procedure in which borders between objects are declared at the points of highest color gradient between the user’s scribbles. Such an approach, attempts to derive an object-based segmentation initiated from the user’s scribbles without estimating first the parameters of the models that describe the object properties. The latter is not feasible in our modeling which requires that the label field is known before the model parameters can be estimated. However, even if the modeling would allow it, such an approach has the drawback that it requires the careful initialization of the scribbles such that the object properties along the scribble are sufficiently similar to the object properties. Since we chose to estimate the label field without first estimating the parameters of the models that describe the object properties, we have to utilize homogeneity criteria.

There are a number of alternative ways to utilize homogeneity criteria in order to obtain the initial label field via user interaction. An example of such an alternative is to use a conservative segmentation based on color and/or motion properties. Once a number of segments are extracted the user can specify the collection that comprises the object he is interested in. Such an interaction should include the potential break-up of the initial segments. Evaluation and comparison of our user interface with similar ones in terms of quality metrics (functionality, usability, performance etc) would be an interesting issue for further investigation.

In terms of the accuracy of the label fields the local modeling that we proposed performed well for a number of image sequences. However, the generality of the adopted modeling in the presence of complex scenes reveals a limitation on the proposed method. More specifically, in presence of complex objects whose parts enter and leave the scene the proposed modeling fails to provide a correct labeling. That is an inherent limitation of methods that adopt so general models and, to our opinion, indicate the need for a higher degree of user interaction. In order to facilitate the latter, quality measures should be defined that indicate failures or ambiguities in the tracking. Such
measures could result from the objective measure that we optimize or alternative from models on the temporal evolution of the parameters that describe the object properties. Issues that are related to the degree and type of user interaction in such cases need therefore further investigation. Such issues are particularly important for the design of such an interactive system.
Appendix A

Proof of Lemma 1

We will prove that if \((\hat{\Theta}, \hat{d}) = \arg \min_{(\Theta, d)} C_e (d, \Theta)\) then \(\hat{\Theta} = \arg \min_{\Theta} E(L, \Theta, \hat{I}^-)\).

Clearly if \((\hat{\Theta}, \hat{d}) = \arg \min_{(\Theta, d)} C_e (d, \Theta)\) then the optimum direction field \(\hat{d}\) is given by:

\[
\hat{d}_s = \begin{cases} 
1 & \text{if } \sum_{i \in G_s} \left( \sum_{l \in \omega} \left( f_i^+ (\hat{\theta}_l) \right)^2 \right) \leq \sum_{i \in G_s} \left( f_i^- (\hat{\theta}_l) \right)^2 \\
0 & \text{otherwise}
\end{cases} \quad (A.1)
\]

Then eq. 4.16 and eq. A.1 imply that:

\[
C_e (\hat{d}, \hat{\Theta}) = \sum_{s=1}^{K} \min_{i \in G_s} \left( \sum_{l \in \omega} \left( f_i^- (\hat{\theta}_l) \right)^2 , \sum_{i \in G_s} \left( f_i^+ (\hat{\theta}_l) \right)^2 \right)
+ E_d (L, \hat{\Theta}, \hat{I}^-)
= E_d (I, L, \hat{\Theta}, I^-) + E_d (L, \hat{\Theta}, \hat{I}^-) \quad (A.2)
\]

Let us now consider an arbitrary \(\Theta\) and denote with \(\hat{d}\) the direction field given by eq. 4.19. Then eq. 4.16 yields:

\[
C_e (\hat{d}, \Theta) = E_d (I, L, \Theta, I^-) + E_d (L, \Theta, \hat{I}^-) \quad (A.3)
\]

Then the assumption that \((\hat{\Theta}, \hat{d}) = \arg \min_{(\Theta, d)} C_e (d, \Theta)\) implies that:

\[
\forall \Theta, \forall d \quad C_e (d, \Theta) \geq C_e (\hat{d}, \hat{\Theta}) \Rightarrow \\
\forall \Theta \quad C_e (\hat{d}, \Theta) \geq C_e (\hat{d}, \hat{\Theta}) \Rightarrow \\
\forall \Theta \quad C_e (\hat{d}, \Theta) + E_c (L) \geq C_e (\hat{d}, \hat{\Theta}) + E_c (L) \Rightarrow \\
\forall \Theta \quad E(L, \Theta, I, \hat{I}^-, I^-) \geq E(L, \Theta, I, \hat{I}^-, I^-, \hat{I}^+) 
\]

That is, \(\hat{\Theta} = \arg \min_{\Theta} E(L, \Theta, I, \hat{I}^-, I^-)\)
Appendix B

In this appendix we will present the degenerate situation of the method proposed in chapter 4 that results when the initial intensity segmentation algorithm provides segments that consist of a single pixel. We will show that in this special case our method reduces to classical MRF formulations for iterative motion estimation / segmentation.

More specifically let us assume that the pixel set of each segment $s$ contains exactly one pixel, that is

$$G_s = \{i\} \quad (B.1)$$

In that case eq. 4.13 becomes

$$E(L, \Theta, I, \hat{L}^-, I^-, I^+) = E_d(I, L, \Theta, \hat{L}^-, I^-, I^+) + E_c(L) + E_d(L, \Theta, \hat{L}^-)$$

$$= \sum_{s=1}^{K} \min \left( (f_i^-(\theta_i, s))^2, (f_i^+(\theta_i, s))^2 \right)$$

$$+ \sum_{s=1}^{K} \sum_{s' \in N_s} V_c(s, s') + \sum_{s=1}^{K} V_{bs} \left( \hat{L}^-, s, \theta_i \right) \quad (B.2)$$

Since there is no longer a distinction between segments and pixels, in eq. B.2 the indexes $s$ and $i$ bear the same meaning. For consistency in the terminology we preserve the “segment”-like notation.

The first term of eq. B.2 is the classical observation term which corresponds to the modeling of the noise along the motion trajectories. Our model, where backward and forward motion-compensated intensity differences are considered, is similar to that of Dubois and Konrad[32], where visibility sets are defined.

The second term in eq. B.2 expresses the spatial interactions between the pixels. The region adjacency graph has been reduced to the regular image lattice and the cliques are defined as pairs of neighboring pixels. The length of the common border $b(s, s')$ of two neighbors is obviously one, so the clique potential (eq. 4.12) becomes:

$$V_c(s, s') = \begin{cases} -z_c & \text{if } l_s = l_{s'} \\ z_c & \text{if } l_s \neq l_{s'} \end{cases} \quad (B.3)$$
This is a classical Markovian potential which favors smooth label fields and penalizes large frontiers. Note that the smoothing is independent of the local image structure. That is because the formulation of eq. 4.12 assumes that pixels with low intensity gradient are already grouped in a single segment. However, one can think of meaningful definitions of clique potentials at segment level that introduce anisotropic spatial constraints in the degenerate case.

Finally the third term in eq. B.2 is term which favors temporal continuity of the label field along motion trajectories. Stiller [104] defines a similar constraint, but he favors temporally consistent labeling of cliques and not of each pixel separately.

As far as the optimization procedure in the degenerate case is concerned, our method would fall naturally in the area where iterative algorithms are used in the MAP-MRF framework. For example the algorithm that Chang et al. [23] propose also involves a scheme where external and internal iterations are considered.
Appendix C

Relation with the EM algorithm

In this appendix we will prove that the method proposed in chapter 4 belongs to the class of the Expectation Maximization algorithms that employ hard decisions. Let us formulate the problem in the EM framework. Adopting the EM terminology, the motion parameters \( \Theta \) are the parameters to be estimated, the image intensities \( I, I^+, I^- \) and the estimation of the label field \( L^- \) are the observed data and the label field \( L \) is the latent data. Then, the conditional probability of the complete data is:

\[
P \left( I, I^+, I^-, \hat{L}^-, L | \Theta \right) = P \left( I | L, \Theta, \hat{L}^-, I^+ \right) P \left( I^+ | L, \Theta, \hat{L}^- \right) P \left( \hat{L}^- | L, \Theta \right) P \left( L | \Theta \right) \tag{C.1}
\]

Note that eq. C.1 is identical to eq. 4.3, except of the second term on the right-hand side. That term expresses the dependencies between the intensities of the previous and the next frame, which are ignored in our formulation. However, such dependencies are in general more sensitive to occlusions and it is questionable if their incorporation would have a significant positive contribution.

In the Expectation step of the EM algorithm the goal is to find the Expectation of the negative log likelihood of the complete data. Under our assumptions for the conditional probabilities, that is equal to:

\[
Q(\Theta | \Theta_m) = \sum_{s=1}^{K} \sum_{n=1}^{N} g_{mn} \left( V_{ds} + V_{ls} \right) + \mathcal{E} \left\{ E_c \right\} - Z_1 - Z_2 - Z_3 \tag{C.2}
\]

where \( g_{mn} = P \left( l_s = n | I, I^+, I^-, \hat{L}^-, \Theta \right) \) and \( Z_1, Z_2 \) and \( Z_3 \) are normalization constants in the Gibbs distributions. In order to proceed to the Maximization step we only need to estimate \( g_{mn} \), since only the terms \( V_{ds} \) and \( V_{ls} \) are dependent on \( \Theta \). However, this is not trivial since the MRF modeling of the label field generates dependencies on the conditional probabilities of the different segments. In order to overcome this, a common strategy [11][120] is to approximate \( P(l_s = n) \) by considering as known estimates of the labels of the neighboring segments. These estimates denoted
by \( \hat{l}_{\theta} : s' \in N_a \) are provided at the intermediate steps of an iterative scheme. That is:

\[
P(l_a = n) \approx P(l_a = n|\hat{l}_{\theta} : s' \in N_a) \tag{C.3}
\]

Then we can easily derive \( g_{vn} \) as:

\[
g_{vn} = \frac{e^{-\left(V_{d_a} + V_{i_a} + \sum_{s' \in N_a} V_{c(b,s')}|l_a = n, \hat{l}_{\theta}\right)}}{\sum_{n' = 1}^{N} e^{-\left(V_{d_a} + V_{i_a} + \sum_{s' \in N_a} V_{c(b,s')}|l_a = n', \hat{l}_{\theta}\right)}} \tag{C.4}
\]

and by this the Expectation step is complete.

In the EM framework with hard decisions, the label \( n \) with the higher conditional probability \( g_{vn} \) is chosen. This is exactly the same as the step 3 in the iterative Labeling phase that we employ (Table 4.1).

Finally, it is straightforward to show that the Maximization step where the maximization of \( Q(\Theta|\Theta_m) \) with respect to \( \Theta \) takes place, is equivalent to our Motion Estimation phase. Let us note here that with the above formulation the different \( g_{vn} \) could be used in the motion estimation phase. This would result in an EM algorithm with soft decisions.
Appendix D

Synthetic Image Sequences

This appendix contains a short description of the synthetic image sequences that are used in chapter 3. Each sequence consists of three frames. Since the model-generated motion fields are real-valued, a bicubical interpolator on the image intensities was used.

D.1 “C1” image sequence

Translational Motion of the Background An image sequence is generated, in which the whole image is displaced by (5, 1) pixels per frame. The second frame of the sequence is depicted in fig. D.1(a) and the model-generated motion field (magnified by a factor of 2) in fig. D.1(b).

Figure D.1: “C1” image sequence
D.2 “R1” image sequence

Translational Motion of the Background An image sequence is generated, in which the whole image is displaced by \((1,1)\) pixels per frame. The second frame of the sequence is depicted in fig. D.2. The main characteristic of the sequence is the lack of texture in large areas.

![Figure D.2: Frame 2 of “R1” image sequence](image_url)

D.3 “Y1” image sequence

Affine Motion of the Background An image sequence is generated in which the background is displaced according to an affine parametric model (Table D.1). The second frame is depicted in fig. D.3(a) and the model-generated motion field (magnified by a factor of 2) in fig. D.3(b).

![Table D.1: Motion parameters for “Y1” image sequence](image_url)

D.4 “S5” image sequence

Two objects, large affine motions An image sequence is generated in which the background and an object are displaced according to two different affine parametric models (Table D.2). The affine parameters are chosen such that the magnitude of motion is quite large, thus large occlusions are present. Due to occlusion phenomena, areas on the left and on the right of the boat are visible only in the second frame of the sequence. The second frame is depicted in fig. D.4(a) and the model-generated motion field in fig. D.4(c). The object’s mask in the second frame is depicted in fig. D.4(b).
D.4 “S5” image sequence

Figure D.3: “Y1” image sequence

<table>
<thead>
<tr>
<th></th>
<th>$\theta(1)$</th>
<th>$\theta(2)$</th>
<th>$\theta(3)$</th>
<th>$\theta(4)$</th>
<th>$\theta(5)$</th>
<th>$\theta(6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background</td>
<td>0.01</td>
<td>-0.005</td>
<td>25</td>
<td>0.05</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Object</td>
<td>0</td>
<td>0.03</td>
<td>-2</td>
<td>0.1</td>
<td>0</td>
<td>-13</td>
</tr>
</tbody>
</table>

Table D.2: Motion parameters for “S5” image sequence

Figure D.4: “S5” image sequence
## Appendix E

### Terminology

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}{y}$</td>
<td>The expected value of a random variable $y$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Parameter controlling the degree of locality of the color-motion model</td>
</tr>
<tr>
<td>$\beta$</td>
<td>The coefficient that is assumed to relate $\lambda_{B_k}$ and $\sigma_{B_k}$ (i.e. $\lambda_{B_k} = \frac{\beta}{\sigma_{B_k}}$)</td>
</tr>
<tr>
<td>$\Theta = {\theta_1, \ldots, \theta_N}$</td>
<td>The set of the parameters of the motion models for all of the $N$ objects</td>
</tr>
<tr>
<td>$\theta_n : n \in [1 \ldots N]$</td>
<td>Parameters of the motion model for object $n$</td>
</tr>
<tr>
<td>$\theta_{sn}$</td>
<td>The parameters of the Gaussian distribution around segment $s$ for the object with label $n$</td>
</tr>
<tr>
<td>$\lambda_{B_k}$</td>
<td>Deviation of the Laplacian which models the distribution of the motion-compensated intensity differences in block $B_k$</td>
</tr>
<tr>
<td>$\mu_d(\phi)$</td>
<td>The (scalar) mean of the $d$-th component of the multivariate Gaussian with parameters $\phi$</td>
</tr>
<tr>
<td>$\pi_{sn}$</td>
<td>The local a priori probability of the object $n$</td>
</tr>
<tr>
<td>$\sigma_{B_k}$</td>
<td>Standard deviation of the intensity within block $B_k$</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>Scale parameter of the Geman McClure that was used for motion clustering</td>
</tr>
<tr>
<td>$\phi_s$</td>
<td>The parameters (mean and covariance) of the multivariate Gaussian that models the distribution of the feature vectors for the pixels in color segment $s$</td>
</tr>
<tr>
<td>$B_{i}^h$</td>
<td>The set of pixels that belong to the ancestor at level $h$ of the block centered at pixel $i$</td>
</tr>
<tr>
<td>$C_s$</td>
<td>Rectangular support region defined around color segment $s$</td>
</tr>
<tr>
<td>$DC(i,j)$</td>
<td>Color difference between pixel $i$ in current frame and $j$ in the previous frame</td>
</tr>
<tr>
<td>$D_{i}^h(\mathbf{v}^h)$</td>
<td>Mean-absolute displaced block difference for block $B_{i}^h$</td>
</tr>
</tbody>
</table>
Terminology

\( f^-_i(\theta) \)  
Backward motion-compensated intensity difference under the motion hypothesis \( \theta \) at pixel \( i \)

\( f^+_i(\theta) \)  
Forward motion-compensated intensity difference under the motion hypothesis \( \theta \) at pixel \( i \)

\( G_s \)  
Set of pixels of intensity(color) segment \( s \)

\( H \)  
Height of the multiscale pyramid

\( h \)  
A level in the multiscale scheme

\( I(i), I^-(i) \text{ and } I^+(i) \)  
Image intensity at pixel \( i \) at current, previous and next frame, respectively

\( i = (i_x, i_y) \)  
A pixel as the pair of its coordinates

\( L = \{ l_s : s \in [1 \ldots K] \} \)  
Label field

\( l_i \)  
Label of pixel \( i \). Where appropriate, \( l_i = l_s : i \in G_s \)

\( l_s \in [1 \ldots N] \)  
Label of intensity(color) segment \( s \)

\( K \)  
The number of intensity(color) segments

\( N \)  
The number of objects

\( N_s \)  
The set of the neighbors of segment \( s \)

\( n_i \)  
The index of an object

\( S_s \)  
The set of segments that intersect with the support region \( C_s \) of color segment \( s \)

\( s \in [1 \ldots K] \)  
Intensity(color) segment index

\( \hat{v}_i \)  
Estimated motion vector at the block \( B_i \)

\( \tilde{v}_i \)  
Model-generated motion vector at pixel \( i \)

\( X = \{ x_{i_l} \} \)  
The set of the feature vectors

\( \bar{y} \)  
The estimated mean value of a random variable \( y \)


In dit proefschrift worden drie methoden voor objectgebaseerde segmentatie van beeldsequenties voorgesteld. In alle drie methoden wordt voor ieder beeld uit de tijdreeks een intensiteit- of kleurensegmentatie uitgevoerd, die een verzameling van fijne segmenten oplevert. Deze segmenten worden vervolgens gelabeld op basis van hun bewegings- en kleureigenschappen. We tonen de voordelen aan van zo een aanpak in termen van robuustheid, nauwkeurigheid van lokalisatie en computationele complexiteit.

In de eerste twee methoden wordt er van uit gegaan dat een bekend aantal objecten in de scène gedefinieerd kan worden op basis van hun bewegingspatroon. Bovendien wordt aangenomen dat dit patroon beschreven kan worden door geparametriseerde modellen van een lage orde.

De eerste methode (hoofdstuk 3) stelt een benadering voor waarbij het schatten van beweging en het labellen in achtereenvolgende stappen worden uitgevoerd. In de eerste stap wordt een bewegingsveld geschat met behulp van een hierarchische block-matching algoritme. Dit bewegingsveld wordt vervolgens geclusterd onder de aanname dat het bewegingsveld van elk cluster beschreven kan worden door een affine model. De affine modellen dienen als bewegingshypothesen. Om te kunnen omgaan met onnauwkeurigheden in het bewegingsveld, is een clusteringmethode ontwikkeld die gebruik maakt van bewegings-specifieke betrouwbaarheidsmaten en technieken die gegrondereerd zijn door methoden uit de robuuste statistiek. In de tweede stap wordt aan elk segment, dat het resultaat is van de initiele intensiteitssegmentatie, een objectlabel toegewezen op basis van twee criteria: a) de bewegingshypothesen die het best overeenkomen met het bewegingspatroon van dat segment b) de waarden van het labelveld in de omgeving van dat segment. Deze criteria zijn geformuleerd door a) het modelleren van de distributie van de beweging-gecompenseerde intensiteitsverschillen door een Gaussiaanse distributie en b) door het modelleren van het labelveld als een Markov Random Field. De verbindingen (‘cliques’) in het Markov Random Field zijn gedefinieerd tussen intensiteitssegmenten. Een drie-frame benadering wordt toegepast om met occlusie om te kunnen gaan.

De tweede methode (hoofdstuk 4) drukt de ruimtelijke en temporele voorwaarden van het probleem van labelen uit binnen een zelfde kader en maakt bovendien een gelijktijdige schatting van het labelveld en de parameters van de bewegingsmodellen. Dit gebeurt door het maximaliseren van de \textit{a posteriori} kans van het labelveld. Ruimtelijke en temporele voorwaarden aan het labelveld worden uitgedrukt in het Markov Random Field kader waarin verbindingen zijn gedefinieerd tussen intensiteitssegmenten. Voor
de optimalisatie stellen wij een methode voor die de a posteriori kans vergroot op een iteratieve manier met betrekking tot de bewegingsparameters en het labelveld. Ook hier wordt een drie-frame benadering gebruikt om met occlusie om te kunnen gaan. We tonen aan dat een aantal op pixels gebaseerde methoden uitgedrukt kunnen worden als een bijzondere geval van onze methode. Tevens tonen wij aan hoe onze methode uitgebreid kan worden om aan elk intensiteitsegment een objectlabel toe te wijzen met een zekerheid dat gelijk staat aan de overeenkomstige a-posteriori kans (soft labeling decisions).

De derde methode (hoofdstuk 5) stelt een semi-automatische benadering voor om meer complexe objecten aan te kunnen pakken die niet altijd of volledig te karakteriseren zijn door hun bewegingspatroon. Voor het eerste frame van de beeldsequentie wordt een beschrijving gemaakt van de lokale statistische eigenschappen van het object. Dit gebeurt op basis van een labelveld dat is genitieerd door krabbels die door de gebruiker zijn gespecificeerd. Vervolgens wordt het labelveld getraceerd in de rest van de beeldsequentie. Het labelen wordt uitgevoerd door een op kansen gebaseerde classificatie van de segmenten die het resultaat zijn van de initiele kleurensegmentatie stap. Aangenomen wordt dat de data van punten binnen een bepaald kleurensegmentatie gegenereerd wordt door hetzelfde proces dat gemodelleerd is als een multivariate Gaussische distributie. De voorwaardelijke kans van beweging en kleur, gegeven het labelveld, wordt gemodelleerd binnen een bepaald omgeving rond het middelpunt van ieder segment als een mix van multivariate Gaussische distributies, waarbij elk Gaussische distributie correspondeert met een bepaald object. Het classificatie criterium is de maximalisatie van de gecombineerde kans van het labelveld en de observaties met betrekking tot het labelveld. Voor de maximalisatie van de gecombineerde kans is een deterministische iteratieve lokale zoek algoritme ontwikkeld.
Ioannis Patras was born in Thessaloniki, Greece, in 1973. In 1990 he obtained his Lyceum diploma from the Third Lyceum in Veria, Greece. In the same year he entered the Computer Science Department at University of Crete in Heraklion, Greece, from which he received his B.Sc. in 1994. In 1997 he received his M.Sc. degree from the same department with specialization in the areas of i) Machine Vision and Robotics and ii) Parallel and Distributed Systems. From 1996 until 2000 he worked towards his Doctorate degree at Delft University of Technology.

His research experience begins in 1992, when as an undergraduate student he worked in the Machine Learning group of Computer Science Institute in Heraklion, Greece. From 1994 until 1996 he worked in the Computer Vision and Robotics group of the same institute in the field of Dynamic Stereoscopic Vision. Between April 1996 and June 1996 he was a visiting researcher at the Information Theory Group at Delft University of Technology. In December 1996 he joined the same group as Ph.D. researcher in the field of Object-based Segmentation of Image Sequences. In April 2001 he joined the Intelligent Sensory Information Systems group at Computer Science Department at University of Amsterdam in the field of Information Retrieval. He has around 10 publications in international conferences and journals. He has supervised a number of M.Sc. students the work of whom have been acknowledged by publications in national and international conferences.