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Abstract

Deep learning is a growing field of research and and so is the application of deep learning
to the analysis of medical images. Convolutional neural networks are used to diagnose dis-
eases, determine risk of disease development, finding the exact area of abnormalities and
and so on. Mammography is an imaging technique, which aims at the early detection of
breast cancer. Invasive Lobular Carcinoma (ILC) is a type of breast cancer with properties
that make it less visible on mammography. This study compares six models which apply
convolutional neural networks to detect breast cancer, on its ability to detect ILC. Further-
more, transfer learning with ILC and healthy images is applied to one of these models to
improve the performance on ILC data.

For the evaluated breast cancer detection models, the performance on ILC data is worse
than for a dataset which includes all breast cancer types and more healthy images. The
model that transfer learning is applied to performs better on ILC data after transfer learn-
ing than before, with an increase of 0.09 for the AUC value. Additional analyses of the
results show that women with high breast density have a lower chance of getting a cor-
rect ILC diagnosis from the model than women with low beast density and this also holds
for other types of breast cancer. Lastly, the model outcomes are compared to radiologist
reviews, to determine the additional value of models to the routine screening performed
by radiologists. Within the images that are labeled as healthy by the radiologists, a model
could be applied to detect tumor that have been missed by radiologists. When a specificity
of 89% was allowed, 23% of the missed tumors could have been detected by the original
GMIC model. In this way, the models used in this study and other deep learning models
that are in development now, can contribute to breast cancer detection from mammogra-
phy, and ILC specifically.
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1
Introduction

The first four sections of this chapter serve as an introduction to the topics of breast cancer and mammogra-
phy, and afterwards the research aim, research questions and outline of the report will be stated.

1.1. Breast cancer
In the Netherlands, approximately 15,000 women are diagnosed with breast cancer yearly (IKNL, n.d.). Breast
cancer may be detected in several ways. In case of symptomatic breast cancer, women will experience a lump
or abnormal shape in their breast or irregular pain. In that case, women can undergo a breast exam, where
a doctor will check both breasts and lymph nodes in their armpit, feeling for any lumps or other abnormal-
ities. Additionally, mammograms and biopsies are used for the diagnosis. Another way of early detection of
breast cancer is The National Breast Cancer Screening Programme. This programme is designed for women
between 50 and 75 years of age, and specifically aims to detect asymptomatic breast cancer, which is the case
when women do not experience symptoms. Once every 2 years, women in this age group are invited for a
mammogram. Other used imaging techniques to detect breast cancer are Breast Ultrasound and Breast Mag-
netic Resonance Imaging (MRI). After an abnormality has been observed, a biopsy can be taken, which is the
removal of a sample of breast cells for pathological examination, using a microscope. A biopsy is the only
definitive way to confirm a diagnosis of breast cancer.

1.2. Mammography
This research is focused on mammographic images. Mammography is the process of using low-energy x-rays
to examine the breast for diagnosis and screening. The goal of mammography screening is the early detec-
tion of breast cancer, typically through detection of characteristic masses or microcalcifications. During a
mammogram study, the breast of a woman is placed between two parallel surfaces and compressed between
them. A small beam of x-rays are produced by a machine, sent through the breast tissue and captured on the
other side by a detector. Nowadays, this detector often is a solid-state detector and produces a digital image,
by sending electronic signals to a computer. Another detector that was used more before is a photographic
film plate. The images that are produced by mammography are called mammograms.

These mammograms show differences in brightness in the different tissue types. Tissues with low density,
such as fat, appear darker on the images, while tissues with high density, such as connective and glandular
tissue or tumors, appear lighter.

A mammography exam consists of four images. For each breast two images, resulting in four images. The
images are made from two different angles. One angle is the Cranial-Caudal (CC) view, which is a view from
above. The other most used view is the Mediolateral-Oblique (MLO) view, which is a view from the side at an
angle. Consequently, the four images resulting from a mammography screening are R CC, L CC, R MLO and L
MLO, where L indicates the left breast, and R indicates the right breast. Sometimes, extra views may be taken
when, after first evaluation, the physician is concerned about a specific area of the breast.

1
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The way how mammograms are interpreted are different across the world. In the US, one radiologist evalu-
ates the mammograms and performs the detection task (single-radiologist reading), whereas in Europe and
Asia usually two radiologists do this together (double reading) (Mello-thoms, 2020). In the case of single-
radiologist reading, false-negative rates are between 10-30% (Wadhwa et al., 2016). This results in a sensitiv-
ity of 70-90%. Also, around 49% of all women annually scanned with mammography will receive at least one
false-positive test result (Wadhwa et al., 2016). According to The European Guidelines for quality assurance in
breast cancer screening and diagnosis (Perry et al., 2008), sensitivity increases by 5-15% in the case of double
reading. Other studies on the sensitivity of double reading report values between 72% and 86,9% (Kavanagh
et al., 2000; Lehman et al., 2017; Lehman et al., 2015; von Euler-Chelpin et al., 2018) for test populations,
comparable to a screening program.

There are several possible causes for breast cancer to go undetected on mammography (false-negatives)
(Wadhwa et al., 2016). These include the following:

• Asymmetry, which is defined as a planar finding that is seen on only 1 of the 2 standard mammographic
views and that lacks convex margins.

• Perception errors, when a finding is included in the field of view, but not detected by the radiologist.
Reasons for this can be a lack of experience or attention,

• Misinterpretation, when a finding is interpreted as benign, but it is actually malignant.
• Poor technique and limitations of the screening methods.
• High breast density, where the dense tissue can obscure underlying small tumors.
• Low visibility of the tumor, e.g. in the case of Invasive Lobular Cancer, which is discussed further below

in section 1.3.

1.3. Invasive Lobular Carcinoma
The type of breast cancer that is investigated in this study is Invasive Lobular Carcinoma (ILC). ILC is the sec-
ond most common subtype of breast cancer after Invasive Ductal Carcinoma (IDC), accounting for up to 15%
of all breast cancer cases (Christgen et al., 2016). IDC is a form of breast cancer that has its origin in a milk
duct and is invading breast tissue outside of the duct. ILC is also an invasive cancer, but it began growing in
milk-producing glands (lobules). ILC presents a number of unique challenges for diagnosticians and treating
physicians. Compared to IDC, ILC is more often not palpable. Furthermore, ILC presents more frequently
in several locations within one breast (multifocal/multicentric) or in both breasts (bilateral) (Christgen et al.,
2016; Desmedt et al., 2017). During the diagnosis of ILC, generally there are more involved lymph nodes than
for IDC, which can be a sign of tumor in a later stage. This suggests that ILC is often detected later than
IDC. In terms of biological characteristics, oncologists look at the presence of hormone receptor proteins,
which influence the growth of the tumor. The presence or absence of these proteins influence the decision
of treatment options. ILC shows more frequently expression of estrogen receptor (ER) and progesterone re-
cepter(PR), and less amplification of human epidermal growth factor receptor 2 (HER2) (Chen et al., 2017;
Christgen et al., 2016; Desmedt et al., 2017; Guiu et al., 2014). Lastly, there is usually a lack of E-cadherine
expression. Possibly due to this last characteristic, tumor cells are often small, round and discohesive, since
E-cadherine is a cell-cell adhesion molucule. Therefore, the cells lie in loose columns rather than in a lump.
This is shown on cell-level and compared to IDC in Figure 1.1.

(a) Malignant cells of Invasive Lobular Carcinoma form lines (b) Malignant cells of Invasive Ductal Carcinoma form ducts or tubules

Figure 1.1: Comparison between IDC (a) and ILC (b) tumorous cells (John Hopkins University, 2021)
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Some of these features of ILC complicate accurate imaging of the tumor, since the tumor usually does not
present as a clearly defined mass (Desmedt et al., 2017). This complicates detection with imaging techniques.
During the population screening, ILC is quite often missed. Even in retrospect, at least 20% of cases are not
visible at mammography. As a consequence, ILC is often not detected at an early stage. Delayed breast cancer
diagnosis may cause several problems, including larger tumor size, more lymph node involvement and more
distant metastases. As a result, delayed detection may result in a worse prognosis.

In previous studies, imaging techniques to detect invasive lobular carcinoma have been compared. Brem
et al. (2009) compared the sensitivity of mammography, sonography, MRI, and breast-specific gamma imag-
ing (BSGI) in the detection of ILC. They compared, for 28 biopsy-proven invasive lobular carcinoma of 26
women, the results between different imaging modalities when interpreted by radiologists. Even though this
is a small number, the results give some insights in the abilities of the imaging methods. BSGI had the highest
sensitivity for the detection of invasive lobular carcinoma with a sensitivity of 93%, whereas mammography,
sonography, and MRI showed sensitivities of 79%, 68%, and 83%, respectively. Other research shows a sensi-
tivity between 57% and 79% for mammography in detecting ILC (Johnson et al., 2015). To compare this with
other types of breast cancer, Kerlikowske et al. (1996) found that in general, sensitivity in detection of invasive
breast cancers from mammography lies between 58% and 93%, which is on average higher than the sensitiv-
ity of ILC detection. In Figure 1.2 an example is given of mammograms with ILC.

Figure 1.2: Invasive lobular carcinoma presenting as a mass on mammography (Johnson et al., 2015)

Hilleren et al. (1991) analysed 137 mammograms from ILC cases to find common abnormalities in the im-
ages. The following abnormalities were detected in the images, together with the percentage of images with
the abnormality found:

• Spiculated opacity (53%): an area can be observed that is lighter on the mammogram than the rest of
the breast tissue

• Architectural distortion (16%): a deviation or retraction of the normal pattern of the breast tissue
• Poorly defined opacity (7%): an area where some lighter sections can be found, but less well defined

than in the case of spiculated opacity
• Normal or benign findings (16%): no indications of malignancies
• Parenchymal assymetry (4%): differences in the tissue between the two breasts

Furthermore, the craniocaudal view of the breast showed the abnormalities more frequently than the oblique
or lateral views. The craniocaudal view is shown in the first image (a) of Figure 1.2, and is a view in the
horizontal direction through the breast tissue. The mediolateral oblique view is shown in (b) of Figure 1.2
and is a view in the diagonal direction through the breast tissue.

1.4. Breast density and issues in the detection
As stated in section 1.2 high breast density can be a reason for a breast cancer to go undetected in mam-
mography. The dense tissue can cover up the cancerous tissue on the images. Women with extremely dense
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breast also have an increased risk of breast cancer (Boyd et al., 2007), which increases the impact of the failed
detection.

There are four density categories defined, of which example mammograms are shown in Figure 1.3. The
categories are the following:

1. Almost entirely fatty
2. Scattered fibroglandular density
3. Heterogeneously dense
4. Extremely dense

(a) Density category 1 (b) Density category 2 (c) Density category 3 (d) Density category 4

Figure 1.3: Example mammograms for each density category, from the CSAW dataset

A study by Wanders et al. (2017) looked into the interval cancer rate, false-positive rate and screening sen-
sitivity for different breast densities. An interval breast cancer occurs, when breast cancer is diagnosed not
during a screening mammogram, but during the time in between two screening mammograms. The results
are shown in Table 1.1. These results show that mammographic images of breasts with a high density cat-
egory, are more often wrongly diagnosed compared to less dense breasts. Consequently, women with high
breast density are more likely to have an interval cancer.

Breast density
1 2 3 4

Interval cancer rate (%) 0.7 1.9 2.9 4.4
False positive rate (%) 11.2 15.1 18.2 23.8
Screening sensitivity (%) 87.7 77.6 69.5 61.0

Table 1.1: Detection results for different breast density categories (Wanders et al., 2017)

A study by Bakker et al. (2019) looked into the use of magnetic resonance imaging (MRI) for women with
high breast density as an additional screening method, to improve breast cancer detection. They found sig-
nificantly fewer interval cancers in a group that underwent this MRI screening, compared to a control group
that only underwent mammography screening. Both groups had a negative result from the mammography
screening, indicating no tumor was shown on mammography. The MRI-screened group had 2.5 interval can-
cers per 1000 screenings, whereas the control group had 5.0 interval cancers per 1000 screenings. Focusing
on ILC specifically, 9 out of 11 cancers (82%) that developed during the study period were detected through
MRI. For IDC, 35 out of 37 (95%) developed cancers were detected through MRI. This shows that MRI could
highly improve the detection of ILC, but ILC is still more often missed than IDC.

1.5. Research aim and questions
The goal of this project is to improve the detection of ILC with mammography, thereby providing detection
of ILC in an earlier stage, and thus improving prognosis of ILC patients. This is done by applying various
methods on the collected mammograms. The main research question is:
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Can image processing techniques and deep learning models contribute to the earlier detection of Inva-
sive Lobular Carcinoma from mammograms?

The study covers two sub topics. The first focus is on image processing techniques like described in chapter 2
and the second focus is on deep learning models, like described in chapter 3. Lastly, the influence of breast
density on these results should be considered. Therefore, the following subquestions can be formulated:

1. Is it possible to improve the visibility of ILC on mammograms using image processing techniques?

2. Is it possible to perform automatic detection of ILC using deep learning frameworks?

(a) How do current existing deep learning models for breast cancer detection perform on detecting
ILC?

(b) Is it possible to use transfer learning to improve the ability of a model to detect ILC?

3. What are the results for ILC detection for different breast density categories?

4. Could the developed method add value to the detection of ILC, done by breast radiologists?

1.6. Project phases
For this project, six phases are distinguished:

1. Testing image processing techniques in an explorative way on 20 mammograms

2. Validate these methods on a new set of approximately 50 mammograms, which contain both visible
tumors and poorly detectable ones.

3. Testing multiple existing deep learning models on the available datasets

4. Selecting a model for transfer learning on ILC data, performing transfer learning, and validation

5. Finding a method to automatically assess breast density and use these results to find connections be-
tween breast density and detection accuracy

6. Lastly, determining the effectiveness of the method in detecting ILC in an earlier stage, by comparing
the model performance to radiologist reviews

The datasets that are used are described in chapter 4, and the explanation of the experiments in chapter 5
also state the used images for each experiment.

1.7. Outline of report
The chapters in this report are structured as follows. Chapter 2 describes the available literature on image
processing and chapter 3 goes deeper into deep learning methods for breast cancer detection from mam-
mography. In chapter 4 the two different data-sets that are used in this research are described. Chapter 5
describes the methods, used in the experiments and how they are applied. These methods are split into im-
age processing techniques and deep learning. Furthermore, the metrics used for evaluation are given and
explained. The results are presented in chapter 6. A discussion of the results is presented in chapter 7, and
this also includes limitations, comparisons to previous research and recommendations for future research.
Finally, a conclusion is presented in chapter 8.

1.8. Review of Medical Ethics Committee Erasmus MC
The Daily Board of the Ethics Committee Erasmus MC of Rotterdam, The Netherlands, has reviewed the re-
search proposal. Based on this, they decided that the rules laid down in the Medical Research Involving
Human Subjects Act (WMO) do not apply to this study. Therefore, provided that the images are anonymised,
the study can be conducted.
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Image processing techniques

Image processing is the technique in which an image is used as input, and this is translated into another im-
age as output. Conventional image processing techniques include all methods, that do not depend on train-
ing data, in contrast to the deep learning techniques discussed in chapter 3. This chapter explains the fol-
lowing methods: contrast enhancing methods, edge detection and enhancement, segmentation and wavelet
transform. These methods are chosen, since they have been applied in previous studies to mammography
and their application has been shown to be effective in some cases. Some of these methods have been used
in clinical settings in the past decades, especially in the US (Sechopoulos & Mann, 2020). These systems are
called Computer-aided detection (CAD) systems, which use image processing techniques and pattern recog-
nition methods for detection and classification of irregularities in mammograms. However, this resulted in
many false positives and more work for radiologists. Lehman et al. (2015) compared the diagnostic accuracy
of breast cancer detection from mammography for radiologists using CAD to radiologists not using CAD and
found no significant difference. Therefore, the conventional image processing and mass detection techniques
are now mostly used in retrospective research instead of clinical applications. There are no results yet on the
efficiency of these methods on ILC specifically. Therefore, an aspect of the goal of this study is to evaluate the
results of the methods on images containing ILC. In the following sections the notation for a not-processed
image will be I (x, y) with (x, y) ∈N2 the pixel coordinates. The image that is used to demonstrate some of the
methods, is obtained from the mini-MIAS database of mammograms (Suckling et al., 2015).

2.1. Contrast enhancing methods
The contrast of an image reflects the differences between the pixel values in this image. A histogram is a
discrete function h(rk ) = nk , where rk is the kth intensity value and nk is the number of pixels in the image
with intensity rk (Gonzalez & Woods, 2009). A histogram of an image forms the basis of numerous spatial
domain processing techniques. In this part the focus is on intensity transformations using histograms, the
first one being contrast enhancement or contrast stretching. Contrast stretching is a method which increases
the differences between pixel values, by using the whole available value range to display the pixel values in
the image. Let I be the image and (x, y) ∈N2 the pixel coordinates. Let X be the maximum x-coordinate and
Y be the maximum y-coordinate. The transformation is given by (Young et al., 2007):

b(x, y) = (
2B −1

)∗ I (x, y)−miny∈[0,Y ],x∈[0,X ](I (x, y))

maxy∈[0,Y ],x∈[0,X ](I (x, y))−miny∈[0,Y ],x∈[0,X ](I (x, y))
(2.1)

in which 2B − 1 is the highest possible pixel value. Since this formula can be sensitive to outliers there is a
more general version formulated, where the highest and lowest values are not considered for the stretching
and therefore the values in between this range are stretched even more. This transformation is given by:

b(x, y) =


0 I (x, y) ≤ plow %(
2B −1

)∗ I (x,y)−pl ow %
phi g h %−pl ow % plow % < I (x, y) < phi g h%(

2B −1
)

I (x, y) ≥ phi g h%

(2.2)

7
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Another intensity transformation which depends on the shape of the histogram is histogram equalization.
In this method, a transformation takes place which changes the histogram in the direction of a uniform dis-
tribution. This results in an image with the pixels equally divided over all pixelvalues. When an image has
a large area with dark pixels for example, the differences in the dark shades will become more visible. The
transformation is given by the following, with r the original pixel value, and f (r ) the new pixel value:

f (r ) = (
2B −1

)∗∫ r

0
pa(w)d w (2.3)

with pa(w) being the probability density function of the image I . A variation to histogram equalization is his-
togram matching. During histogram equalization, the histogram is transformed into a uniform distribution.
In histogram matching, the histogram is transformed into another distribution, which can be described by a
function or derived from another image. This could be useful when the desired histogram is known before-
hand or obtained from another image.

The last intensity transformation to discuss is local or adaptive equalization. The previous techniques are
all applied globally to all pixels, whereas local equalization looks at the surrounding pixels of a pixel to deter-
mine the new value. In this way, details over small areas can be enhanced, while they would fade away in a
global approach. To see the effects of these methods on mammograms, in Figure 2.1 the results are shown for
the described methods for one example mammogram, including a graph showing the histogram and cumu-
lative density function. From this images some properties of the methods can be observed. Firstly, histogram
equalization and adaptive equalization both make the outer area of the breast more visible, and give a better
view of the thin fat tissue surrounding the dense tissue. Secondly, in all three methods the bright area - which
is the tumor - is displayed more clearly than in the ’low contrast image’. Thirdly, adaptive equalization shows
much more contrast in the breast tissue than the other methods and the original image.

Figure 2.1: Results of intensity transformation methods on test mammogram

2.2. Edge detection and enhancement
The boundary and location of a tumor is of interest to clinicians during diagnosis. Therefore, the shape and
location of edges are important properties, since they define boundaries. In this section, methods to locate
shapes and edges of objects are explored. Also, a method to make edges more visible in images is explained.
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2.2.1. Edge detection based on gradient
To gain insights in differences between neighbouring pixels, the derivative is taken into account. The deriva-
tive of an image can be taken in two directions, the horizontal derivative hx and the vertical derivative hy

(Young et al., 2007). A gradient filter generates a vector derivative, which is defined as

∇ f = grad( f ) =
[

gx

g y

]
=

[
∂ f
∂x
∂ f
∂y

]
(2.4)

This vector points to the direction of the greatest rate of change of f at the location of (x, y). The magnitude
and direction of the gradient is

|∇ f | =
√

g 2
x + g 2

y (2.5)

ψ
(∇ f

)= tan−1
(

g y

gx

)
(2.6)

There are multiple functions to determine the derivative or gradient of an image. Basic derivative filters are
the following: [

hx
]= [

hy
]t = [

1 −1
]

(2.7)[
hx

]= [
hy

]t = [
1 0 −1

]
(2.8)

Then there are the Prewitt gradient filters:

[
hx

]= 1

3

1 0 −1
1 0 −1
1 0 −1

 (2.9)

[
hy

]= 1

3

 1 1 1
0 0 0
−1 −1 −1

 (2.10)

and the Sobel gradient filters:

[
hx

]= 1

4

1 0 −1
2 0 −2
1 0 −1

 (2.11)

[
hy

]= 1

4

 1 2 1
0 0 0
−1 −2 −1

 (2.12)

The results of applying the Sobel and Prewitt filters on the test image are shown in Figure 2.2.

Using the gradient, like described above, is the first way to detect edges. After the application of a gradi-
ent method, a threshold is used, which results in the pixel values that have a high enough gradient and are
therefore appointed as edges (Young et al., 2007). This method works well when the noise level in the image
is low. Otherwise, smoothing techniques should be applied before calculation of the gradient.

2.2.2. Unsharp masking
A way to enhance the edges in an image is unsharp masking. In this technique, a low-pass version of the
image is subtracted from the image. The following equation shows this:

b(x, y) = I (x, y)− (
k ∗∇2I (x, y)

)
(2.13)

where k is the amount of times the blurred version of the image is subtracted, and a radius is the σ-parameter
in the Gaussian filter ∇. The goal of applying unsharp masking on mammograms, is to enhance the edges of
mass lesions (Pisano et al., 2000). In Figure 2.3 the results are shown for different values of k. From these
images it can be seen that unsharp masking indeed enhances the edges of the mass. It can be observed that
especially in the image with radius = 5, the small edges and lines become more visible. In the image with
radius = 20, bigger structures become more clear, but small details are less visible.
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(a) Prewitt, horizontal edges (b) Prewitt, vertical edges (c) Prewitt, edge magnitude

(d) Sobel, horizontal edges (e) Sobel, vertical edges (f) Sobel, edge magnitude

Figure 2.2: Results of gradient methods

Figure 2.3: Unsharp masking

2.3. Thresholding & segmentation

In medical imaging, edge detection is mostly used for segmentation, in which an image is partitioned into sets
of pixels to locate certain objects or boundaries. Segmentation could be used for different purposes in mam-
mograms. Firstly, the breast could be segmented from the background. Secondly, the dense tissue could be
segmented from the fat breast tissue. Lastly, segmentation could be used to determine the area of the tumor
tissue, which could be very useful in this project. Methods to perform segmentation include thresholding,
region growing, edge-based segmentation, watershed segmentation and active contours (Hemalatha et al.,
2018).

2.3.1. Thresholding

Probably the most simple method for segmentation is thresholding. The idea behind thresholding is a choice
of brightness threshold θ and use this to divide the image into pixels, which intensity is higher than θ and
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pixels, which intensity is lower than θ (Young et al., 2007):

If Ithr eshol di ng (x, y) ≥ θ I (x, y) = 1 (2.14)

Else I (x, y) = 0 (2.15)

In the same way, multiple thresholds can be defined, to split the pixels into more groups. For mammograms,
the background consist of very dark pixels. Because of this, thresholding can be used to segment the image
into tissue and background. The result of this are shown in Figure 2.4 for the test image. Furthermore, thresh-
olding can be used to determine which pixels belong to dense tissue in a image, since these tissues result in
lighter areas and higher pixel values. Figure 2.5 shows results of threshold segmentation for breast tissue for
different type of breasts, where 150 is used as thresholds value between dense and non-dense tissue. From
these images, it is clear that there exist differences between patients in the amount of dense tissue in the
breast. Especially in breasts with a lot of dense tissue, this complicates the detection of tumors. A possibility
to solve this, could be to use different thresholds for different types of breasts. The decision of a threshold
can also be done using the histogram of the image. There are multiple ways to do this, including the isodata
algorithm, the background-symmetry algorithm and the triangle algorithm (Young et al., 2007). Moreover,
instead of one threshold for the entire image, a local or adaptive threshold can be applied. This threshold
value is calculated for smaller regions, using pixels close to the pixel of interest.

Figure 2.4: Thresholding to remove background

(a) Low density breast tissue (b) Medium density breast tissue (c) High density breast tissue

Figure 2.5: Thresholding segmentation results for different density of breast tissue using one threshold

Kom et al. describe a method for mass detection from mammograms based on thresholding (Kom et al.,
2007).

2.3.2. Segmentation
Other techniques to segment objects in images that have been applied to mammograms include watershed
segmentation (Preim & Botha, 2014; Young et al., 2007), edge-based segmentation (Zhang et al., 2010), region
growing (Alamin et al., 2016; Berber et al., 2013; Gonzalez & Woods, 2009; Preim & Botha, 2014), level sets (J.
Liu et al., 2011; Shi et al., 2008) and active contour models (Ferrari et al., 2004; Hemalatha et al., 2018; Preim
& Botha, 2014).
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2.4. Wavelet transform
The detection of microcalcification in previous research is mainly done using wavelet-based algorithms (Gr-
gic et al., 2009). The goal of these decomposition methods is to find and separate clusters of microcalcifi-
cations from the surrounding tissue. This is done by looking at high frequency regions in the images. After
a wavelet transform, low-frequency components can be removed and the detection of high frequency areas
starts. There exist variations in the decomposition and detection techniques, but the set-up of these methods
is comparable. A wavelet transform constructs a time-frequency representation of an image. Furthermore,
a wavelet transformation gives the location of the image where the frequency is detected. The 1D Wavelet
function Φ is defined as:

Φs,τ(t ) = 1p
s
Φ

(
t −τ

s

)
(2.16)

with s, t ∈ R and s ̸= 0 and ∫ ∞

−∞
Φ(t )d t = 0 (2.17)

A wavelet transform in images decomposed an image into four subimages (Strickland & Hahn, 1996):

1. LL, which is formed by low-pass filtering in both directions and therefore shows the low-frequency
details in an image. This results in a smoothed image.

2. LH, which is formed by low-pass filtering in the rows and high-pass filtering in the columns, which
results in mostly the horizontal details in the image

3. HL, which is formed by low-pass filtering in the columns and high-pass filtering in the rows, which
results in mostly the vertical details in the image

4. HH, which shows mostly the diagonal details

For the test-image, the results of the subimages are shown in Figure 2.6. The method to use Wavelet transform
for detecting microcalcification is as follows (Strickland & Hahn, 1996). Usually, the highest pixels in HH and
LH+HL are detected, weighted and dilated, after which the inverse Wavelet transform is used. Since this pro-
cedure enhances the visibility of the microcalcifications, thresholding can be applied afterwards to segment
the microcalcifications. An issue with this method is the high rate of false positives, when the method detects
an area where no microcalcification is present.
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Figure 2.6: Wavelet transform





3
Deep learning

Another recent field of research, considering the detection of breast cancer from mammograms focuses on
deep learning. The difference between the conventional image processing methods in the previous chapter
and the ones using deep learning, is that deep learning methods use data and learn how to distinguish classes
based on this themselves, while for the conventional methods this should be predefined by the developer of
the method. The application of deep learning in mammography is a growing field (Sechopoulos & Mann,
2020). Recently, mostly deep learning methods for digital mammograms are being developed. There are some
applications of deep learning models in clinical practice. However, there is still a gap between the accuracy
that can be achieved with these models and the implementation and use by radiologists (Masud et al., 2019).
In general, more research is needed on how these models can contribute to the work of radiologists and their
perception on them. So far, there are no studies that focus on the efficiency of the algorithms on the detection
of ILC specifically.

3.1. Convolutional Neural Networks
Deep learning is a subfield of machine learning, in which models require a big labeled dataset to be trained.
Deep learning models have existed for quite some time, but only recently they became more present in re-
search and other applications due to the growth in computing power, the decrease in hardware cost, open
source algorithms and increase in data availability (Abdelhafiz et al., 2019). Neural networks make up the
backbone of deep learning. Neural networks consist of a number of connected nodes, called neurons, that
are put into layers. A node combines input with weights, sums this up and creates output through an ac-
tivation function, which determines whether and how the output should be sent through the network. In
Figure 3.1a a diagram is shown for what a node might look like. A layer consists of a combination of nodes,
that receive input from the previous layer and generate output for the next layer, like shown in Figure 3.1b.
Deep learning refers to a high amount of layers stacked together to form the model.

Convolutional Neural Networks are a class of neural networks that are mostly used in image processing (Ab-
delhafiz et al., 2019). Components of convolutional neural networks are the following:

Convolutional layers
These layers consist of a set of filters that are applied on the input data, creating an output - or activation -
feature map of that filter using a kernel. Kernels are matrices, which are designed to respond to patterns in
the input data. Examples of this are kernels to find horizontal, vertical or diagonal edges. The name ’convo-
lutional’ stems from the convolution operation, where the kernel slides over the input image and saves the
result at every position. For the first image, the image is the input for this operation, in further layers, the
output from previous layers is taken. The convolution operation is defined as follows. Let I ∈ RK xL be the
input, K ∈RM xN the kernel and S the ouput feature map. S can be calculated as:

S(i , j ) ≡ (K ∗ I )(i , j ) =
M∑
m

N∑
n

I (i +m, j +n)K (m,n) (3.1)
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(a) A node in a neural network
URL: https://wiki.pathmind.com/neural-network

(b) Layers of nodes in a neural network
URL: https://wiki.pathmind.com/neural-network

(c) A basic architecture of a convolutional neural network (Abdelhafiz et al., 2019)

Figure 3.1: Elements of a convolutional neural network

Nonlinear layers
These layers are also called activation layers, and used to enable the model to learn non-linear mappings as
well. An example is the ReLu (rectified linear unit) layer, which removes negative values from an activation
map by setting them to zero, as follows:

f (xi j ) =
{

0 for x ≤ 0,

x for x > 0.
(3.2)

Pooling layers
These layers are used for non-linear down-sampling. Down-sampling means that the output from the previ-
ous layer is made smaller, by summarizing some numbers in a single statistic. Similar as in the convolutional
layers, a kernel slides over the input image and determines the outcome. The pooling method that is used
most in convolutional neural networks, is max-pooling, in which the maximum value in the window of the
input map is taken and put into the output map.

Fully connected layers
In these layers, that are placed in the end of the network, there exist connections between all activations in
the previous layer and all nodes in the fully connected layer.

Final layer
The final layer usually has a size the same as the number of outputs that the model needs. Finally, an end
activation function is needed to determine the result of the model, for example a binary classification or a
probability. A sigmoid function or a softmax function are often used for this purpose. The sigmoid function
results in a value between 0 and 1 and is defined as follows:

f (xi ) = 1

1+e−xi
(3.3)

The softmax function is often used when there are multiple classes possible as output for the model. The
definition is:

f (xi ) = exi∑c
j=1 ex j

(3.4)
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A loss function
A loss function defines how differences between predicted output values and true values are penalized. For
models that aim to do binary classification, cross-entropy loss is the most commonly used method. It is de-
fined as follows: Let m be the number of examples in the dataset: {X (i )}m

i=1 ∈RV xW with true labels {Y (i )}m
i=1 ∈

RV xW and the predicted labels {P̂ (X (i );Θ)}m
i=1 ∈ RV xW , with Θ the weights in the network, the cross-entropy

loss in then defined as:

L(Θ) =− 1

m

m∑
i=1

K∑
k=1

Y (i )
k log

(
P̂k (X (i );Θ)

)
(3.5)

For binary classification, the cross-entropy loss is therefore defined as:

L(Θ) =− 1

m

m∑
i=1

Y (i ) log
(
P̂ (X (i );Θ)

)
+ (1−Y (i )) log

(
1− P̂ (X (i );Θ)

)
(3.6)

In Figure 3.1c a basic architecture of a convolutional neural network is shown. The output of the model is
usually a prediction for a classification, normal, benign or malignant in the figure or a segmentation. The
most popular convolutional neural networks are ALex-Net, ZF-Net, GoogleLeNet, VGG-Net and ResNet (Ab-
delhafiz et al., 2019), which all have a typical architecture and order of layers.

3.2. Deep learning in mammography
First, classical machine learning models were used to detect breast tumors and determine the malignancy of
them. The method used for this in most researches is composed of multiple steps (Dogra et al., 2019; Jiménez-
Gaona et al., 2020). The first step is preprocessing of the images, in which the image quality and contrast
is improved and noise, background pixels and pectoral muscle is removed. The second step is to find the
outlining of the region where something might be found, the region of interest (ROI). Then, feature extraction
is used to gather information about the ROI in scalars, feature selection to reduce the dimension and then a
label is produced based on a machine learning classifier. More recently, convolution neural networks are
being developed the most, which remove the step of feature selection, since this is built into the structure. In
Table 3.1 an overview is given of studies that use this approach, together with the used architecture, database
and application of the model. This overview is created with the help of the review paper from Wong et al.
(2020), the review paper from Jiménez-Gaona et al. (2020) and by looking for other studies on this subject.
Only recent studies concerning the application of CNNs for mammography are taken into account.

3.2.1. Applications of CNNs in mammograms
As seen in Table 3.1, the application of convolutional neural networks in mammography serves multiple
recognition purposes (Abdelhafiz et al., 2019). The first one is lesion classification, in which the model as-
signs a class to a ROI including a lesion. This can be two classes (benign/malignant), or three classes (ben-
ing/malignant/no tumor). Also, classification can lead to a probability of microcalcifications being present
in the image. Lesion classification is the most used application in research up to this date (Wong et al., 2020).
A second application is image classification, which takes the whole mammogram as input and includes the
step of determining whether there is a lesion present in the image. This results in a class for the image of
healthy or ’cancer-containing’. The third application is risk assessment, in which the risk to develop breast
cancer in short-term is calculated, based on mammograms. High density of the breast tissue can generate an
increased risk of breast cancer. Women with extremely dense breasts have a relative risk of 2.1 times higher
than women with average breast density. The reason for this probably lies in the masking effect (breast tissue
covers the tumorous tissue), too much glandular tissue and the nature of the breast tissue itself. The fourth
application is lesion localization, where the model determines where exactly in the image an object, in this
case the lesion, is placed. Lesion localisation is usually more complex when breast tissue is dense (Wong
et al., 2020). Models with this purpose need a well-annotated dataset. Classification and localization is often
combined in a model, such that a fixed number of lesions in an image is classified and located, this is called
multi-class localization. Image retrieval and super resolution image reconstruction are the two last applica-
tions of convolution neural networks. Until this moment, CNNs are used in research, but they are not widely
applied in clinical practices (Mello-thoms, 2020).



18 3. Deep learning

Year Reference Model
Database

(number of images)
Application

2020 (Wu et al., 2020) ResNet Private (1.001.093) Image classification

2020 (Mckinney et al., 2020)
RetinaNet,

MobileNet, ResNet
Private UK (25.856)
Private US (3.097)

Image classification

2019 (L. Shen et al., 2019) Resnet, VGG-16 Private (1.001.093) Image classification
2019 (Y. Shen et al., 2019) Resnet DDSM (2478) Localization & classification

2019 (Singh et al., 2019)
cGAN

CNN with 3 conv layers

INbreast(410)
DDSM(1168)
Private(300)

Tumor segmentation
& shape classification

2019 (Savelli et al., 2019)
4 CNNs

4-10 conv layers
INbreast(410)

Detection of
microcalcifications

2019 (R. Shen et al., 2019) VGG-16 DDSM (2223) Detection & segmentation

2019 (Duggento et al., 2019)

multiple CNNs
2-5 layers

78-612 input size
4-64 kernels

2-4 pooling size
1-3 fully connected layers

200-5 nodes in layer

DDSM(1696) Image classification

2018 (Chougrad et al., 2018)
VGG-16
ResNet

Inception

DDSM (>2600)
BCDR (600)

INbreast(410)
Image classification

2018 (Geras et al., 2017) MV-DCN Private (886.437) Image classification
2017 (Al-masni et al., 2017) YOLO DDSM (600) Detection & classification

2017 (Carneiro et al., 2017) Alexnet
INbreast (410)
DDSM (680)

Classification

2017 (Kooi et al., 2017) VGG Private (45.000) Localization & classification

2016 (Hwang & Kim, 2016) self-transfer-learning
DDSM (10363)

MIAS (322)
Localization & classification

2016 (Dhungel et al., 2016) LeNet & R-CNN INbreast (410)
Detection, segmentation

and classification

2016 (Sun et al., 2016)
CNN with 3

pairs conv layers
Private (3748) Image classification

Table 3.1: Overview of research on the application of convolutional neural networks for mammography

3.2.2. Challenges in deep learning for mammography
The current challenges in the field of deep learning for mammogram evaluation are the following (Abdelhafiz
et al., 2019):

• Localization of tumors is a complicated task. There is no model architecture yet that meets all require-
ments. For example, patch-based CNNs usually results in too many false-positives, r-CNNs are time-
consuming and require much memory. The YOLO method requires less computation and memory, but
results in lower accuracy.

• Limited data for training prevents a high accuracy of CNNs.
• There is usually an imbalance in positive and negative classes in the training data, since more images

are healthy. This could be beneficial in training a model, to bias the model in the direction of the more
common class. On the other hand, it can complicate an accuracte detection of negative classes.

• The size of lesions can be different among mammograms. Therefore, the ROI’s are usually rescaled
before a model is trained based on this data. Sometimes, this can affect the visibility of the lesion and
the ability for the model to learn the characteristics.

• There are (almost) no annotated datasets available for mammograms. Usually there are only binary
labels that tell the class, which can also be used as input for the CNN. However, information about the
location of the abnormalities could improve the model.

• False positives still occur too often with CNNs. Research is done to improve this by combining prior
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images from the same patient with the current images.
• Pre-processing filters can greatly improve the results of CNNs. Deciding on the best pre-processing

methods is still under investigation.

3.3. Performance measures
To compare the performance of different classification models, multiple performance measures are taken
into account, like described in chapter 3. This section describes how can be determined whether a model
is significantly better at such a classification, and how the results are compared to the segmentation by the
radiologist.

3.3.1. Evaluation metrics
To evaluate the performance of breast cancer detection models created with deep learning, different quanti-
tative metrics can be used. The accuracy, sensitivity, specificity and precision can all be calculated from the
confusion matrix. A confusion matrix shows the number of instances that is predicted (in)correctly by the
model, and whether they belong to the class of cancer-containing or cancer-free images. A confusion matrix
is shown in Table 3.2 and the calculation of the metrics are all shown in Table 3.3. The abbreviations in the
evaluation metrics can be found in the confusion matrix.

Predicted class
1 (cancer-containing) 0 (cancer-free)

Real class
1 (cancer-containing) True Positive (TP) False Negative (FN)
0 (cancer-free) False Positive (FP) True Negative (TN)

Table 3.2: Confusion matrix

Metric Formula

Accuracy T P+T N
T P+T N+F P+F N

Sensitivity T P
T P+F N

Negative Predictive Value T N
T N+F N

Specificity T N
T N+F P

Precision T P
T P+F P

Table 3.3: Evaluation metrics

Another way to interpret the results is to look at the Receiver Operating Characteristic (ROC), which plots
the sensitivity against one minus the specificity for changing values of the threshold which is used to deter-
mine a class from a probability. For threshold values z ∈ [0,1], the True Positive Rate (sensitivity) and the True
Negative Rate (specificity) are defined as follows, where X1, , Xm are the predictions of the observations that
belong to one class and Y1, ,Yn are the predictions of the observations that belong to the other class. :

T PR(z) = 1

m

m∑
i=1

1{Xi ≥ z} (3.7)

T N R(z) = 1

n

m∑
j=1

1{Y j < z} (3.8)

The AUC is the area under this ROC curve. It can be calculated as follows:

θ̂ = 1

mn

m∑
i=1

n∑
j=1

ψ(Xi ,Yi ), where ψ(Xi ,Yi ) =


1 Y < X ,

1/2 Y = X

0 Y < X

(3.9)
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An example of an ROC curve is shown in Figure 3.2.The Area Under the Curve (AUC) is calculated from this
graph and represents the area under the ROC curve, ranging between 0 and 1. In the figure this is the pink
area. An AUC score of 1 indicates that the model can perfectly separate negative and positive examples, an
AUC score of 0.5 equals the score of random classification.

Figure 3.2: Receiver operating characteristic curve

3.3.2. DeLong test
To demonstrate that the results from one classification model on a test set is significantly better than the
performance of another model on the same test set, DeLong’s test can be used (DeLong et al., 1988). From
the test a p-value can be obtained for whether the two AUCs from the models are significantly different. The
AUC is defined as previously stated. Now when there are K classifiers,we can define

θ̂k = 1

mn

m∑
i=1

n∑
j=1

ψ(X k
i ,Y k

i ) (3.10)

Now set θ̂ = (θ̂1 . . . θ̂k )⊺ ∈ RK as the empirical AUCs and θ̂ = (θ̂1 . . . θ̂k )⊺ ∈ RK as the true AUCs. Set L ∈ RK a

vector of coefficients. In the case of two classifiers, K = 2 and L =
[

1
−1

]
. Also, define two K ×K matrices with

the (r, s)th element as follows:

(S10)r s = 1

m −1

m∑
i=1

[
V r

10(Xi )− θ̂r ][
V s

10(Xi )− θ̂s] (3.11)

(S01)r s = 1

n −1

n∑
j=1

[
V r

01(Xi )− θ̂r ][
V s

01(Xi )− θ̂s] , with (3.12)

V r
10(Xi ) = 1

n

n∑
j=1

ψ(X r
i ,Y r

j ) (3.13)

V r
01(Xi ) = 1

m

m∑
i=1

ψ(X r
i ,Y r

j ) (3.14)

Then,
LT θ̂−LT θ√

LT ( 1
m S10 + 1

n S01)L
(3.15)

has a standard normal distribution. Then, to compare two AUCs, the null hypothesis H0 : θ1 = θ2 is tested. If
This hypothesis is true, the distribution of

LT θ̂−LT θ√
LT ( 1

m S10 + 1
n S01)L

= θ̂1 − θ̂2√
LT ( 1

m S10 + 1
n S01)L

(3.16)
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is the standard normal distribution. If this result in absolute value is too high, the null hypothesis can be
rejected and it can be believed that there is a difference between the two AUCs.

3.3.3. Comparison of deep learning to radiologist reviews
In a paper by Wong et al. (2020), 33 studies that use CNNs in mammography are compared with four stud-
ies with radiologists on some of these metrics, the results are shown in Table 3.4. From this table it can be
observed that radiologists generally have a higher specificity than CNNs. For the sensitivity, CNNs and ra-
diologists have comparable results. It must be noted that the datasets used are particularly different. The

Mean Median Min Max
CNN radiologist CNN radiologist CNN radiologist CNN radiologist

AUC 0.851 - 0.876 - 0.540 - 0.996 -
Specificity 0.851 0.905 0.890 0.908 0.660 0.889 0.970 0.988
Sensitivity 0.833 0.795 0.899 0.916 0.440 0.600 0.971 0.899
Total accuracy 0.883 - 0.930 - 0.660 - 0.990

Table 3.4: Comparison between studies that use CNNs and studies with radiologists (rad) (Wong et al., 2020)

studies using CNNs often use a small publicly available dataset like DDSM or MIAS, while the studies con-
cerning radiologists use a more clinical setting with images from a screening program. Moreover, specific
conditions may be applied for selection of the images. The lowest sensitivity score for radiologists of 0.600
is the results of mammography screening to a population of women with symptoms, that do not match the
normal symptoms for breast cancer. The comparison of deep learning models with each other and the com-
parison to radiologist requires standardized datasets.





4
Data description

Two datasets consisting of mammographic images are used in this study, which are managed by two medical
institutes: The Erasmus Medical Centre and the Karolinska Institute. For clarification, one mammography
examination consists of multiple mammography images.

4.1. Data from the Erasmus MC
Patients who are treated in the Erasmus MC, can be redirected from the population screening program, or
have come to the hospital on their own because of other reasons like palpable abnormalities. Furthermore,
they can be redirected from other hospitals for treatment at the Erasmus MC. In all these situations, image
from their mammography examinations are available in the Erasmus MC database.

4.1.1. Description
The dataset from the Erasmus MC consists of mammography examinations from 197 patients diagnosed
with ILC. Of those patients, 45 have the Erasmus MC listed as their first hospital. Some of these patients
have multiple mammography examinations available in the database on different dates. In this situation, the
mammography examinations is taken, that is made before the diagnosis with the shortest time in between
study and diagnosis. One of these 45 patients only had a mammography examination available from after
diagnosis and after surgery, so this examination is taken out of the dataset. Of these 44 examinations, 9 ex-
aminations contain two images from one breast, and the other 35 examinations contain four images, two
from each breast.

For the patients who were diagnosed and treated in another hospital first, the dataset is less structured.
Mammography examinations with images from 152 patients are available, but they do not always include
the correct views. From these 152 examinations, 34 contain only images that are not usable. This leaves 118
examinations. From these 118 examinations, 61 contain four images from the four views. 43 contain two im-
ages from one breast, three examinations contain three images and one examination contains just one image.
The total dataset therefore contains 530 images from 162 examinations. Of these images 180 are used in the
experiments, of which 112 contain a tumor. These are the images that are reviewed by the breast radiologist,
like described in subsection 4.1.2.

The examination date of all mammograms is after 2006. This selection criterion is used, to make sure the
mammograms are digital. In figure Figure 4.1 a histogram is displayed, showing when the mammogram ex-
aminations in the final selection in this dataset were made.

4.1.2. Labels and segmentation
To determine the laterality (in which breast is the tumor located) and the location of the tumor within the
breast, a breast radiologist from the Erasmus MC reviewed a subset of the images in the dataset. This is done
for all 44 examinations from patients from the EMC, and for 11 patients from other hospitals, which results in
a total of 55 segmented tumors. To perform this segmentation task, the radiologist used multiple resources.
The radiology report, together with reports from pathology and available MRI scans were used to determine
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Figure 4.1: Overview of dates of mammograms in EMC dataset

(a) Mammogram (b) Drawing radiologist (c) Final segmentation

Figure 4.2: Example of mammogram from EMC dataset, together with its segmentation and processed segmentation

the true laterality and mark the location of the tumor on the mammographic image. In this way, more infor-
mation was obtained than would have been possible with the mammographic images alone.

For the segmentation, some operations were performed to transform the radiologist’s drawing to a segmen-
tation which include all tumor pixels. First, holes in the lines are filled, followed by filling in the insides of the
contour. An example of this is shown in Figure 4.2. The algorithm to do this is given in section A.2.

4.2. Cohort of Screen-Aged Women
The other dataset that was used in this study is the Cohort of Screen-Aged Women (Dembrower et al., 2020).
This dataset, developed and managed by the Karolinska Institute in Stockholm, consists of mammographic
images from the population screening of women in the Stockholm region between 2008 and 2015. The
women were between 40 and 74 years old, at the time of screening. The dataset includes images and - for
a selection of images - tumor masks on pixel-level by a radiologist. Furthermore, metadata is given for all
patients, including the breast cancer diagnosis, histology, tumor size, lymph node status and receptor status.
This information was obtained from pathological examination. Furthermore, the review of the radiologists is
given.

4.2.1. Labels
For each women, one or multiple mammography examinations are available. In the case of multiple ex-
aminations, the time between the examinations is 18 to 24 months each time. For women where a tumor
developed during the screening period, there are no more mammograms after this development. The latest
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available mammogram is therefore either the mammogram that is used for the tumor diagnosis, or the mam-
mogram that the radiologists reviewed as healthy, but a tumor developed soon after this screening. Therefore,
there is a high possibility of the tumor already being present on the mammogram. For the examinations, prior
to this latest examination, it cannot be determined certainly whether there was already a tumor present or
not.

The labels of the images are determined as follows. The examinations that belong to women that did not
develop a tumor during the screening period, are labeled as healthy. For the women that did develop a tumor
during the screening period, both images, belonging to the breast where the tumor developed from the latest
available mammography examination are labeled as tumor images. The two images from the other breast -
where no tumor developed - are labeled as healthy. The earlier examinations of these women are left out of
this study, because of the uncertainty of the tumor status in the images.

In Table 4.1 an overview is given of the distribution of examinations with breast cancer and healthy images.
To clarify, the examinations during diagnosis consist of two images from the breast with the tumor and two
images of the healthy breast from the same woman. This results in 180 images that contain an ILC tumor,
during diagnosis. Also, a distinction is made between different histology types, since the focus of this study is
on ILC. The images that are used include the mammograms from women with no tumor development, and
the images during diagnosis from women with tumor development.

Number of mammograms
Women with no tumor development Women with tumor development

22803

During tumor development Before tumor development
ILC 95 105
IDC 605 673
Other 172 175

Table 4.1: Number of mammography examinations for patients with and without breast cancer, divided into breast cancer histology





5
Methods and experiments

This chapter describes the methods that are used in the study. Furthermore, it describes the steps that are
made in the experiments and the data that is used. The first section explains the performance measures that
are used, because they will come back later

The first section describes image processing methods, the second describes deep learning methods, then
the methods to predict breast density, and lastly the used performance measures are explained.

5.1. Exploratory research using conventional image processing techniques
Image processing techniques are applied to mammography images to make features more visible, detect the
tumor edges, segment objects and detect masses. This section describes which methods are used in this
study, and how the effects of these methods are quantified. The data used in these analyses is the EMC set.

5.1.1. Methods used
The following seven methods are selected to test on the dataset, which are explained in detail in chapter 2:

• M1: Adaptive histogram equalization
• M2: Histogram equalization
• M3: Threshold segmentation
• M4: Local threshold segmentation
• M5: Sobel transform
• M6: Unsharp masking
• M7: Wavelet transform

These methods are selected, because they have successfully been applied to mammography in previous stud-
ies. Moreover, they all create an output image from an original image, which enables a comparison between
the methods. The image after application of the image processing method Mm is as follows:

Im = Mm(I ) with m ∈ {1,2,3,4,5,6,7} (5.1)

5.1.2. Selecting healthy and tumor tissue
To determine the effects of the methods on the mammography images, and specifically the tumor area, the
tumor area and a corresponding healthy area have been determined. The healthy area is determined, because
this enables a comparison between the effect on the tumor area and the effect on a healthy area. The tumor
area follows from the segmentation, made by the breast radiologist and the operations to transform this into
the correct mask, like described before. This tumor area is called Rtumor , with (x, y) ∈ Rtumor if T (x, y) = 1 with
T the binary tumor mask corresponding to the same mammography image. The corresponding healthy area,
which will be called Rheal thy , is determined in two ways. The first way is used, when there are also images
available from the healthy breast from the same mammography study. In this case, the tumor mask is flipped
horizontally and added to the healthy corresponding image. Therefore the elements of Rheal thy are (−x, y) if
T (x, y) = 1. This means that for a L-CC image with a tumor, the healthy area is the flipped tumor mask from
this image, applied to the R-CC image. The same holds for the L-MLO image, which has a corresponding
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Figure 5.1: Illustration of production of healthy mask

healthy area from the R-MLO image. This corresponding image is called Ic . Sometimes, this mask could fall
out of the breast tissue area, and cover some background pixels. In this case, the pixels outside of the breast
are removed from Rheal thy . In some cases, there are just images available from the breast with the tumor
present, and not from the corresponding healthy breast. In these situations, the healthy area is taken from a
region in the same image, outside the tumor area. A region of 20 pixels outside the tumor mask is selected
as healthy area. In the same way as before, when this area covered pixels outside the breast area, they were
removed from the area. An illustration of this is shown in Figure 5.1.

5.1.3. Analyses
For each processing method m, the pixel values in the tumor and healthy area after image processing are
determined, with (x, y) being coordinates in the image. For the heal thy −pi xel − values, it depends which
image is used to determine the healthy area. When the healthy area is taken from the corresponding healthy
image, Equation 5.3 applies. When the healthy area is taken from the region outside the tumor in the same
image, Equation 5.4 applies.

tumor −pi xel − valuesm = {
Im(x, y) | (x, y) ∈ Rtumor

}
(5.2)

heal thy −pi xel − valuesm = {
Icm (x, y) | (x, y) ∈ Rheal thy

}
(5.3)

heal thy −pi xel − valuesm = {
Im(x, y) | (x, y) ∈ Rheal thy

}
for m ∈ {1,2,3,4,5,6,7} (5.4)

Then, tumor −pi xel−valuesm get a true label 1, and heal thy−pi xel−valuesm get a true label 0. The next
step is to determine how much these pixel values differ from each other. To do this, the AUC value is used,
which is defined in subsection 3.3.1. This is done for all images in the dataset, and all resulting AUC values
have been compared.

5.2. Deep learning
The deep learning experiments performed in this research are focused at determining the performance of
existing trained models on ILC and general breast cancer datasets. Furthermore, experiments are performed
to improve the performance of one of these models. First, the models are described, and thereafter the ex-
periments are explained. Lastly, metrics to assess the performance are mentioned.
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5.2.1. Pre-trained models
There are six models using convolutional neural networks that are used for the first evaluation. The archi-
tecture and data used for training for each model are briefly described in Appendix B. Figures to clarify the
architectures, from the original papers, are also added there. The following section focuses on a more elabo-
rate explanation of the model that is used in the experiments that follow later, which is named GMIC (Y. Shen
et al., 2019). This model is chosen for transfer learning, due to its structure which enables training with labels
on image-level and high performance in the first experiments.

To determine the models in their ability to classify mammograms into healthy and tumor images, they are
all tested on the two datasets described in chapter 4. For the EMC dataset, this means all images are taken
into account. For the CSAW dataset, all images containing a tumor are used, combined with 2000 healthy
mammography studies. The results of these experiments are given in subsection 6.2.1. For the models that
have an outcome prediction for malignant as well as benign abnormalities, only the malignant prediction is
taken into account for this evaluation.

5.2.2. Description GMIC model
Figure 5.2 shows the outline of the model, created by Y. Shen et al., 2019. The structure consists of three
Modules: the Global, Local and Fusion Module. The goal of the model is to predict two labels for one image
x, one for the probability of a benign finding in a mammogram, and one for the probability of a malignant
finding in a mammogram. So, the label can be written as

y =
[

yb

ym

]
with yb , ym ∈ {0,1}. (5.5)

Figure 5.2: The architecture of the GMIC model (Y. Shen et al., 2019)

An input image is first fed to the Global Module. The Global Module operates on a down-sampled version
of the mammogram and uses a network for feature extraction fg , to create a feature map from the image:
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hg = fg (x). Two saliency maps Ab ,Am are created, through a 1x1 convolution layer with sigmoid non-linearity:
A = sigm(conv1x1(hg )). From these saliency maps, regions of interest are selected to feed to the Local Module.
The saliency maps are created using image level labels, without any information on the location of the tumor
in the image. Therefore, an aggregation function is defined, to convert the saliency maps to image level la-
bels. This aggregation function balances between global average pooling and global max pooling, by taking
the average of the maximum of a percentage of pixels in the saliency map. With H+ as the locations for the
maximum values in the saliency maps, the aggregation function can be defined as follows:

ŷc
g l obal = fag g (Ac ) (5.6)

fag g
(
Ac)= 1

|H+|
∑

i , j∈H+
Ac

i , j (5.7)

Using the saliency maps, the regions of interest are selected to feed into the Local Module. The algorithm for
this is given in section A.1. These patches, x̃k are then fed into the feature extraction network of the Local
Module fl . This creates feature vectors h̃k = fl (x̃k ). These vectors are added together by a function fa , which
means z = fa({h̃k }). The functions fa is defined as

z =
K∑

k=1
αk h̃k (5.8)

with

αk =
exp{w⊺(tanh

(
Vh̃⊺

k

)⊙ sigm
(
Uh̃⊺

k

)
)}∑K

j=1 exp{w⊺(tanh
(
Vh̃⊺

j

)
⊙ sigm

(
Uh̃⊺

j

)
)}

(5.9)

The final layer of the Local Module is fully connected and produces a predictions score from the feature
vector, using sigmoid activation.

ŷlocal = sigm(w⊺
local z) (5.10)

Lastly, the information that is retreived in both the Global and Local Modules is added together in the Fusion
Module, to make a final prediction for the image. This is done by appying global max pooling to hg and
concatenating this to z, after which a fully connected layer is placed with sigmoid activation:

ŷ f usi on = sigm(w f [GMP (hg ),z]⊺) (5.11)

The loss function that is used during training of the GMIC model consists of the three predictions outputs
ylocal , yg l obal and y f usi on , and a regularizing term on Ac to induce sparsity on the saliency maps. For y being
the true output value and ŷ the predictions from the model, the loss function is as follows, where BCE stands
for Binary Cross Entropy.

L(y, ŷ) = ∑
c∈{b,m}

BCE(yc , ŷc
local )+BCE(yc , ŷc

g l obal )+BCE(yc , ŷc
f usi on)+β

∑
(i , j )

|Ac
i , j | (5.12)

The big advantage of the combination of the local and the global module, is that it allows the model to com-
bine global features on a lower resolution, with local features from the full resolution. Usually a balance has to
be found, between a high resolution and a smaller model, or a small resolution and a deeper or wider model.
Moreover, by selecting K patches to run the Local Module, it is prevented to run this module on all patches
from the mammogram, but only use the patches that are classified as high risk by the Global Module.

There are some preprocessing steps that are taken before using the data for training or for inference. These
steps include cropping the mammogram by discarding the background, then resizing the image to 2944 ×
1920 pixels, and finally normalizing the image to have a mean of 0 and a standars deviation of 1. To prevent
overfitting, data augmentation is applied in the form of random cropping and size noise.

The dataset that is used to train this model is the NYU breast cancer dataset (Wu et al., 2019). This dataset
contains 229,426 exams from 141,472 patients, with a total of 1,001,093 images (458,852 breasts). From these
images, 985 breasts contain malignant findings and 5556 breasts contain benign findings. The exams are di-
vided into subsets for training, validation and testing, of which the amounts are shown in Table 5.1. Images
from one examination are put in the same set.
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Total exams Exams with malignant findings Exams with benign findings
Training 186816 857 4590
Validation 28462 66 610
Testing 14148 62 356

Table 5.1: Number of exams in the NYU breast cancer dataset (Wu et al., 2019)

Optimizer
The optimizer used in this model is the Adam optimizer (Kingma & Ba, 2015). This is an algorithm for opti-
mization for gradient descent, that lately has been used broadly for deep learning applications in computer
vision and natural language processing. The optimization algorithm in pseudo code is shown in Algorithm 1.

Algorithm 1 Adam optimization

Require: α: Stepsize
Require: β1,β2 ∈ [0,1): Exponential decay rates for the moment estimates
Require: f (θ): Stochastic objective function with parameters θ
Require: θ0: Initial parameter vector

1: m0 ← 0 (Initialize 1st moment vector)
2: v0 ← 0 (Initialize 2nd moment vector)
3: t ← 0 (Initialize timestep)
4: while θt not converged do
5: t ← t +1
6: g t ←∇θ ft (θt−1) (Get gradients w.r.t. stochastic objective at timestep t )
7: mt ←β1 ·mt1 + (1β1) · g t (Update biased first moment estimate)
8: vt ←β2 · vt1 + (1β2) · g 2

t (Update biased second raw moment estimate)
9: m̂t ← mt /(1−βt

1) (Compute bias-corrected first moment estimate)
10: v̂t ← vt /(1−βt

2) (Compute bias-corrected second raw moment estimate)

11: θt ← θt−1 −α ·m̂t /(
√

v̂t +ϵ) (Update parameters)
12: end while
13: return θt (Resulting parameters)

5.2.3. Transfer learning
Weiss et al. (2016) define transfer learning as follows: A target learning task TT over a target domain DT , using
already acquired knowledge of another source learning task TS over a source domain DS . Moreover, usually
TT ̸= TS and DT ̸= DS . In the experiments in this study, DS are all mammographic images and TS is the task
of classifying into cancer-free and cancer-containing. DT are a combination of healthy images and images
containing ILC, and TT is the task of classifying into cancer-free and ILC-containing images. This means,
there is a model trained on a mammography dataset containing healthy images and tumor images from all
tumor types, that is finetuned using an ILC mammography dataset containing healthy images and tumor
images with ILC, with the goal of improving the detection of ILC. This is visualized in Figure 5.3, where the
darker parts are the parts that are new in comparison to the original model. The model that is used for trans-
fer learning is GMIC, because it has the highest performance of the end-to-end trainable models, in the first
experiments.

There are two different approaches of transfer learning that are used in the experiments:

1. Feature extraction
In this approach, the source model is used as feature extractor. This means all layers before the final
layers are frozen. These final layers are the fully connected layers that in the end decide on the classifi-
cation of the image. All layers before this one, ultimately have the goal of creating well defined feature
vectors for the input images. The motivation for this approach lies in the similar features of ILC and
other malignant tumor types, which could indicate that the same features could be used. Moreover,
this approach requires less training time, since not all weights need to be updated. Furthermore, the
chance of overfitting is small, because the model cannot incorporate features that are specific to the
training set.
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Figure 5.3: Transfer learning

2. Weight initialization
The weight initialization approach does not make a difference between weights in layers of the model.
In this experiment, all weights are updated during transfer learning, including the layers belonging to
the convolutional layers that create the feature vectors. This could yield a higher accuracy, when the
features to classify ILC are different than the features to classify other tumor types.

During the transfer learning experiments, 10 models are trained with different learning rates between 10−6

and 10−5. Training takes place for 40 epochs. In the original training of the model, the learning rate was
varied between 10−5.5 and 10−4.5 and training went on for 50 epochs. The decision to use a lower learning
rate and less epochs stems from the transfer learning approach, where a big parts of the weights in the model
are already set and transfer learning should not have too much influence on the weights, to not disturb the
created structure.

The loss function that is used is the same loss function as in the original paper, like described in subsec-
tion 5.2.1. In each of the 40 epochs the loss is calculated over the training set and the test set. After 40 epochs
the final model is saved, together with the model during the epoch where the loss over the test set was the
lowest. This is done to prevent overfitting of the model. The results of these experiments are shown in sub-
section 6.2.2.

5.2.4. Training and test data
The training set should contain images with ILC and healthy images, like described in the previous section.
The data used for training are all part of the CSAW dataset, see chapter 4. The mammograms that are used
firstly include the latest mammograms from ILC patients. Following Table 4.1 this resulted in 95 mammogra-
phy sessions with four images each. Two images belong to the breast where ILC is located, and two images
belong to the other healthy breast. Therefore, this results in 190 images with ILC label and 190 images with
healthy label. These 190 ILC images are split into a set for training and a set for testing, following a 80%/20%
distribution. This results in 152 training images and 38 testing images. The healthy corresponding images
from the same examination, but showing the other breast are added to the same set. Secondly, mammograms
are added from women who did not develop breast cancer as healthy images. There are 22803 mammogra-
phy examinations from women that did not develop breast cancer. Of these examinations, a random subset
of 4,000 is taken for training, resulting in 16,000 healthy images. Another random subset of 1,000 examina-
tions is taken and the 4,000 images from these examinations are added to the test set. In this way, images
from the same evaluation are in the same set. Also, it has been ensured that examinations are not both in the
training and test set. To be able to test the results also on a dataset with all tumor types, 20% of the images
containing other tumor types are randomly selected and added to the test set, creating a new test set called
CSAW test set - all. Since there are 777 examinations with other tumor types, this results in 155 examinations
containing 310 images with a tumor and 310 images without a tumor. An overview of the different sets is
shown in Table 5.2. For the sake of completeness, the EMC dataset is also added here.

During every epoch - which is an iteration of the training process - all 152 ILC training images are shown
to the model, and a random selection of the same amount of healthy images. The model is trained for 40
epochs. Besides labels for malignant findings, the GMIC model requires labels for benign findings in mam-
mograms, since the prediction for this is also built into the structure of the model. When trying to predict
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Subset name Number of healthy images Number of images containing a tumor
ILC IDC and other

CSAW training set 16,152 152 0
CSAW test set - all 4,348 38 310
CSAW test set - ILC 4,038 38 0
EMC set 68 112 0

Table 5.2: Overview of training and test sets

ILC, the focus should be on malignant findings. Furthermore, there are no labels given in the CSAW data as
well as in the EMC data for benign findings. Therefore, the label for benign findings is set to 0 in all images
used for training.

5.2.5. Training from scratch
To determine the added value of transfer learning in the experiments, additional models are trained where
the weights from the original model are not used as initialization. Instead, the weights are initialized with the
default method from pytorch. In this method, the distribution from which a weight is randomly sampled is
dependant on the type of layer of that weight. For a 2D convolutional layer with an input size of n, the weights
are sampled from a uniform distribution between − 1p

n
and 1p

n
.

The experiments where the model is trained from scratch use the same data from the CSAW dataset for train-
ing as the transfer learning experiments. The same values are used for the learning rate and the number of
iterations. Moreover, the evaluation is done in the same way, using the testing set from the CSAW and the
EMC datasets. Initialization of the model with the weights from the original study does not add much infor-
mation, when the performance of these models that are trained from scratch is comparable to the transfer
learned models.

5.2.6. Pre processing
An addition to the transfer learning approach is done, testing multiple image processing methods as pre-
processing during training and testing of the models. The methods that are selected for this experiment, are
derived from the results in section 6.1. Following these results, histogram equalization and unsharp masking
are found as potential methods that could have a beneficial effect on ILC regions, making them clearer. The
method of transfer learning that is chosen here is weight initialization, because the preprocessing methods
change the structure of the image, and therefore the feature extraction should also be adjusted. Moreover, this
decision is based on the more promising results of weight initialization in comparison with feature extraction,
like described in subsection 6.2.2.

5.3. Breast density prediction
To be able to relate the results of the tumor prediction to the density of the breast tissue, an estimation of this
density should be made. This is done using a prediction model of Wu et al. (2018). This paper describes two
classifiers. The first one uses features based on the histogram of the pixel values in an image. The second one
is a convolutional neural network, which automatically extracts features from the image. This convolutional
neural network is used in this study, since it showed the best results in comparing the predicted labels to the
labels set up by radiologists in the study by Wu et al. (2018). The model uses the four views of a mammogram
as input, and produces a four-way classification for the four density categories, described in section 1.4. The
exam is assigned the category belonging to the highest prediction value.

This information is used in different ways of evaluation of the results:

1. The images are split into non-dense (density category 0 and 1) and dense (density category 2 and 3)
images, and the results of the model are evaluated on these two groups separately, to use breast density
as a factor which can be used to assess how accurate a prediction is

2. Mammograms belonging to the most dense category are left out of the results. For the most dense
group, there have been studies about the possibility of additional MRI screening, next to the regular
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screening with mammography. Therefore, this evaluation shows what would be the result of this for
the population screening.

5.3.1. Spatial analysis
In the model, the saliency map Am , resulting from the global module, can be interpreted as a heatmap, from
which areas of concerns are determined. These heatmaps also offer additional insights in the parts of the
image that are responsible for the models final prediction. To analyse this, these heatmaps are compared
to the segmentation from the breast radiologist. There are two metrics used for this comparison. The first
metric is Dice’s coefficient, which reflects the similarity of a ground truth segmentation X and a predicted
segmentation Y . First, the saliency map is transformed into a binary segmentation by setting a threshold
value t :

Y (x, y) =
{

1 if Am(x, y) ≥ t

0 if Am(x, y) < t
(5.13)

Because the optimal value of this threshold is yet unknown, this value is varied between 0 and 1, with steps of
0.05. Then, the coefficient is calculated as follows:

DSC = 2|X ∩Y |
|X |+ |Y | (5.14)

Then, for each image, the optimal threshold will be determined by the value with the highest resulting DSC.
Dice’s coefficient not only gives information on the location of the segmentation, but also on the size, because
it looks at the overlap between the ground truth and the segmentation. To leave this out and just consider
the model’s ability to locate the tumor correctly, the location of the maximum value of the saliency map is
taken and compared to the true segmentation. When the maximum value of the saliency map falls within the
true segmentation, the saliency map is considered to be correct. Otherwise, the saliency map is considered
incorrect.

5.4. Comparison to radiologists
To find out the added value of the models compared to the opinion of the radiologists, the predictions made
by the model are compared to the opinion of the radiologists. For this, the CSAW dataset is taken, because
the radiologist review is given for all images. The features in the dataset referring to this review are given in
Table 5.3.

Feature Options

rad_r1 (review radiologist 1)
0: healthy
1: discuss

rad_r2 (review radiologist 2)
0: healthy
1: discuss

rad_recall (final review)
0: normal
1: recall

Table 5.3: Variables in CSAW dataset concerning the radiologist review

To determine the added value of the model prediction, rad_recall is used, because this variable reflects the
final decision of the radiologists, and thus it includes most information from the radiologist reviews.

The comparison to radiologists is done, both for the CSAW test set - ILC and for the CSAW test set - all. The
CSAW test set - ILC is used, because the goal of this study is explicitly to evaluate the method on ILC data.
The reason to add the evaluation on the CSAW test set - all, is because it includes more tumor images and
therefore the results may be more generally applicable.
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Results

First, the results from the image processing methods are presented. Secondly, the results from the deep learn-
ing methods are presented and the relationship between breast density and correctness of the prediction are
determined. Lastly, the results are compared to the reports of the radiologists.

6.1. Image processing
The selected image processing methods, like described in section 5.1 are performed on all images from the
EMC dataset. The next section shows some examples of these images, and afterwards the comparison be-
tween the effect on the healthy and tumor tissue is presented.

6.1.1. Processed images
The resulting processed images are shown in Figure 6.1 for two example images. The image in the upper row
shows a clearly visible tumor already in the original mammogram. In the image in the lower row, the tumor
is not so well visible in the original image.

(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

Figure 6.1: Resulting images for image processing methods for image where the tumor is clearly distinguishable (upper row) and not
clearly distinguishable (lower low) : (a,i) original image (b,j) adaptive histogram equalization (c,k) histogram equalization (d,l) sobel
transform (e,m) threshold segmentation (f,n) local treshold segmentation (g,o) unsharp masking (h,p) wavelet transform

For the image in the upper row it seems that adaptive histogram equalization, histogram equalization, thresh-
old segmentation en unsharp masking preserve the contrast of the tumor against the background, while the
sobel transform, local threshold segmentation and wavelet transform reduce this contrast. In the lower image
adaptive histogram equalization, histogram equalization and unsharp masking seem to preserve the contrast
between the tumor and the background tissue the most, while this does not hold for the other methods.

35
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6.1.2. Comparison using AUC
To further investigate the effects of the image processing methods, the histograms of pixel values in the tumor
area are compared to the histograms of a healthy counterpart, like described in subsection 5.1.2. Figure 6.2
shows this healthy and tumor area for the first example image.

Figure 6.2: Tumor area and area of healthy counterpart

Now in the processed images, the pixel values in these two areas are compared. Figure 6.3 shows the tu-
mor and healthy area after processing, together with a histogram of the pixel values in these areas.

Figure 6.3: Upper row: resulting tumor area after image processing, second row: resulting healthy area after image processing, third row:
histogram of pixel values from these areas. From left to right: original image, adaptive histogram equalization, histogram equalization,
sobel transform, threshold segmentation, local threshold segmentation, unsharp masking, wavelet transform

Then, the ROC curve and the AUC value are determined. The results for all methods for the same exam-
ple image is given in Figure 6.4.
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Figure 6.4: Resulting AUC for image processing methods for example patient

From this image the same results follow as the visual inspection. Adaptive histogram equalization, histogram
equalization, threshold segmentation en unsharp masking preserve the contrast of the tumor against the
background, which follows from the high AUC value. The methods, with lower AUC values, do not preserve
this contrast. This figure only shows the results for one image. Therefore, this analysis is done for all images
from the EMC dataset, and Figure 6.5 shows the resulting AUC values of all images.

Figure 6.5: Boxplots of AUC values for image processing methods

Histogram equalization is the only method that has a higher average AUC than the original image. The aver-
age AUC value of unsharp masking and threshold segmentation is comparable to the original image, while for
the other methods the AUC has decreased more. Sobel transform, local threshold segmentation and wavelet
transform have a very low average AUC.
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6.2. Deep learning
First, the results of existing models for breast cancer detecting are given. Then, the results of transfer learning
are given and compared to a model trained from scratch and models trained with preprocessing. The results
are compared with the breast density and the opinion of radiologists.

6.2.1. Performance of pre-trained deep learning models
Table 6.1 shows the results of the pre-trained models on the test sets, which are described in subsection 5.2.4.

Model Original paper CSAW test set - all CSAW test set - ILC EMC set
NYU - image 0.83 0.77 0.65 0.69
NYU - image + heatmap 0.89 0.81 0.72 0.71
GMIC 0.89 0.79 0.66 0.65
GLAM 0.88 0.75 0.64 0.62
End2end 0.88 0.74 0.57 0.59

Faster-rcnn
0.95 (on test set)
0.85 (on challenge set)

0.74 0.62 0.61

Table 6.1: Resulting AUC values of existing deep learning model for breast cancer detection on test datasets

What strikes immediately is that the AUC reported in the papers presenting the models are much higher than
the AUC on all three datasets. This is in line with our expectations for the two ILC datasets, since the datasets
used in the original studies included images from both IDC and ILC, while our datasets included only images
of ILC which is known to be less visible on mammography. Furthermore, the distribution of healthy images
and images displaying a tumor are different in our datasets than in the original papers. The second model,
NYU - image + heatmap, has the best performance results on all datasets. The reason that this model is not
selected for transfer learning is that it actually consists of two models, of which one produces a heatmap and
a second one produces the classification. Therefore, training is more complicated than in the GMIC model
which is chosen for transfer learning. Moreover, the NYU - image + heatmap model requires annotations
on pixel level, which are not available for all ILC images in the training dataset. GMIC is chosen for transfer
learning, since it just requires labels on image level, it is end-to-end trainable, and the performance is still
relatively high.

(a) (b) (c)

(d) (e) (f)

Figure 6.6: ROC curves for original GMIC model on a) CSAW test set including all tumor types, b) CSAW test set with only ILC images and
c) EMC set, and d-f) histograms with the tumor predictions, in the same order.

In Figure 6.6 the ROC curves are shown for the GMIC model on the CSAW dataset, for both the set with all
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tumor types and the set that is comparable to the EMC dataset, with only ILC data. Also, the ROC curve for
the EMC dataset is shown. Furthermore, the histograms for the predictions done by the models are shown in
the second row of the figure. These histograms show the distribution of the predictions from the model, split
out per healthy images and images containing a tumor. For the dataset containing both ILC and IDC tumors,
the predictions are also separated for these groups, as shown in Figure 6.6d. A value close to 0 indicates a low
prediction, so a low chance of a tumor present in the image. A higher value, close to 1, indicates a high chance
of a tumor present in the image.

From these histograms a few things stand out. Firstly, for images that have the label healthy, the highest
peak in prediction values is close to 0, and few images get a high prediction value. This can be observed in
all three datasets. For images that have the label tumor, however, the same thing is observed in all datasets.
The highest peak in predictions is also close to 0, which indicates that the images are not correctly labeled
as tumor. The histogram of the dataset containing all tumor types (Figure 6.6d) also shows a small part of
images that received a higher prediction value from the model, so they are correctly classified. The part of
IDC images that get a higher prediction is a little bit higher than the part of ILC images that got a higher pre-
diction. This could be an indication that ILC is less well detected by deep learning models than other breast
tumor types. Also, the histograms from datasets only containing ILC images in Figure 6.6d and Figure 6.6f
show a very small part of images that get a high prediction value.

6.2.2. Transfer learning
Transfer learning on the GMIC model is performed as described in subsection 5.2.3. During training, the loss
is evaluated on the training set and on the test set in each epoch. This is shown in Figure 6.7, where each line
represents a learning rate, for either the training set (red) or test set (blue). The darker the color of the line,
the higher the learning rate that is used. This is the case for both the blue lines with the loss over the test set
and the red lines with the loss over the training set. In this figure a few things stand out. First of all, the loss

Figure 6.7: Loss over epochs during transfer learning in training set and test set, consisting of healthy and ILC images

for both the training set and test set decrease more during training in the case where all weights in the model
are being updated. This indicates that the features that are extracted from the images in the original model
are not optimal. In particular, during the first 20 epochs there is a strong decrease in loss for both the test
and the training set when all weights are being updated. For the test set, the loss does not decrease so much
more after this, but the loss for the training set still decreases. This could be a sign of overfitting. In the case of
transfer learning on the fully connected layers, the decrease in loss is less strong. However, there is less sign
of overfitting, since the loss for both the test and test set decreases at approximately the same slope during all
epochs. Lastly, a higher learning rate results in a steeper decrease of the loss of the training set. For the test
set, this result can not be observed.

Results of transfer learning models on CSAW data
The models that are created during transfer learning are firstly evaluated on the CSAW dataset, using the
images that are not used during training. The resulting ROC curves are shown in Figure 6.8a. Additionally,
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for the model with the highest AUC, the histogram of predictions is shown in Figure 6.8b. The resulting AUC

(a) ROC curves of resulting models after transfer learning (b) Distribution of predictions after transfer learning, best per-
forming model

Figure 6.8: Results of transfer learning on all CSAW data

for the models with only the fully connected layers trained, is the same for all different learning rates. This is
quite surprising, since Figure 6.7 shows a difference in loss during all training iterations and also in the final
model for the different learning rates. What should be mentioned, is that the loss displayed in Figure 6.7 is
calculated on the test set containing ILC and healthy images, and the results displayed here are much broader
set of healthy images and tumor images from all tumor types. Looking at the resulting AUCs for the models
where all weights are trained, the same can be observed. The curves are quite similar and the AUC values lie
close together. Again, there is no relation visible between the learning rate and the resulting AUC. Looking
at the histogram in Figure 6.8b, some differences can be observed, when comparing this to the histogram
belonging to the original model in Figure 6.6d. Still, the highest peak for healthy images is located at values
close to 0. However, for both ILC and IDC images, the peak in predictions changed from being close to a very
low prediction value, to a high prediction value, close to 1. This indicates that the tumor in these images is
now better detected than before transfer learning. In the original model, there were no healthy images that
got a prediction value higher than 0.5. This result shows a difference here, with some healthy images getting
a prediction higher than 0.5. This means that this model results in more false positive cases than the original
model. Comparing the predictions for ILC and IDC in the transfer learned model, the IDC predictions are a
bit higher than the ILC predictions, indicating that the model is still able to detect IDC a bit better than ILC.

Results of transfer learning models on EMC data
In the same way as the previous section, the results for the transfer learned models are determined on the
EMC data, and given in Figure 6.9a. The best performing model is the final model for transfer learning on all
rates, with learning rate 10−5.2, with an AUC value of 0.74. From now on, this model is called the TL (transfer
learned) model and used in most of the following analyses. For this TL model, the distribution of the predic-
tions after transfer learning, are determined. They are displayed in Figure 6.9b. Comparing this distribution
to the distribution of the predictions from the original model in Figure 6.6f shows some big differences. The
peak for ILC images at low prediction values disappeared, and more ILC images get a higher prediction value.
The peak for healthy images is still present at the low prediction values, but decreased in hight, since many
images also got higher prediction values. Similar to the previous results on the CSAW dataset, this model
therefore shows more false positives on the EMC dataset.

To gain more information in what the model did learn specifically during transfer learning the tumor pre-
dictions are compared between the original model and the TL model. In Figure 6.10 there are 4 example
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(a) ROC curves of resulting models after transfer learning (b) Distribution of predictions after transfer learning, best per-
forming model

Figure 6.9: Results of transfer learning on EMC data

mammograms shown that stand out during this comparison, that all contain a tumor. Figure 6.10a shows a
mammogram that got a high prediction from both models. Figure 6.10b shows a mammogram that first got a
relatively low prediction, but after transfer learning it got a high prediction. The mammogram in Figure 6.10c
has the opposite situation, and got a lower prediction score after transfer learning. The last mammogram
in Figure 6.10d got a low score from both models. Under each image, the tumor prediction before and after
transfer learning is shown, together with the percentage of healthy images that got a lower prediction score
than this image. This percentage is added, since the distributions of predictions are different in both models
and therefore the two predictions for one image can not directly be compared to each other. In the ideal sit-
uation, 100% of healthy images should retrieve a score, lower than this mammogram which contains a tumor.

(a) (b) (c) (d)

Figure 6.10: Example mammograms from EMC dataset with different results from transfer learning a) mammogram with tumor detected
by both models b) mammogram with tumor not detected in original model, detected in TL model c) mammogram with tumor detected
in original model, not detected in TL model d) mammogram with tumor not detected by both models. Under each image, the tumor
prediction before and after transfer learning is shown, together with the percentage of healthy images that got a lower tumor prediction
score.

The images that were correctly classified by the original model (Figure 6.10a and Figure 6.10c) both show
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Figure 6.11: Value of loss function over epochs during training from scratch in training set and test set

a white mass, that stands out against the darker background. The mass in Figure 6.10c could be too small to
be detected and correctly classified by the TL model. The images that were wrongly classified by the original
model (Figure 6.10b and Figure 6.10d) show more dense tissue, and therefore the tumor is less well visible. In
Figure 6.10b the white area is brighter and bigger and stands out a little bit against the heterogeneous back-
ground, which could be a reason for the TL model to detect it. The tumor tissue in Figure 6.10d just does not
stand out as much against the background tissue, which could be the reason for both models to not classify
this image as tumorous.

6.2.3. Model training from scratch
To determine the added value of transfer learning in these results, models are trained where the weights
from the original model are not used as initialization. These models are validated on both the test part of the
CSAW dataset as well as the EMC dataset. The resulting AUC values on these datasets are much lower than the
original model, or the model that the transfer learning was applied to, for both methods of transfer learning.
The AUC values on the CSAW test set range between 0.44 and 0.57, compared to 0.80 for the TL model. For
the EMC set the range of AUC values from the models from scratch is 0.46 - 0.60, compared to 0.74 for the
TL model. Therefore, the added value of transfer learning and initializing the model before training with the
weights from the original study is substantive. To further investigate why these results are lower than the TL
model, Figure 6.11 shows the value of the loss function over the epochs. Again, the darker lines represent
higher learning rates. Comparing these result to Figure 6.7, the loss for the test set is much less stable than
the model with transfer learning, with big outliers up. The loss for the training set keeps decreasing, while the
loss for the test set does not decrease anymore and sometimes even increases. This is a sign of overfitting of
the model on the training set.

6.2.4. Transfer learning with pre processing
Transfer learning with pre processing is conducted, and the results on the AUC values when these models are
tested on the different datasets is given in Table 6.2. To enable comparison, the results of the original model
and the transfer learned model are also given. The range of the AUC values for different learning rates is given,
because the models differed quite much in the resulting AUC.

Preprocessing CSAW test set - all CSAW test set - ILC EMC set
Original model 0.79 0.66 0.65
Transfer learning without preprocessing 0.79 - 0.80 0.68 - 0.76 0.65 - 0.74
Histogram equalization 0.67 - 0.70 0.63 - 0.69 0.61 - 0.66
Unsharp masking 0.58 - 0.64 0.57 - 0.66 0.55 - 0.63
Sobel transform 0.54 - 0.55 0.51 - 0.61 0.49 - 0.57

Table 6.2: Range of resulting AUC values for models trained using pre processing methods

Especially in the smaller datasets CSAW data - ILC and EMC data, the range in the AUCs is big. Therefore,
it might be the case that some high AUC values are coincidental. For histogram equalization, the results for
the CSAW data - ILC and EMC data are sometimes higher than the original model. However, transfer learn-
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ing without preprocessing still results in higher AUC values for both these datasets. Transfer learning with
unsharp masking and sobel transform result in AUC values that are even lower than the original model.

6.2.5. Spatial analysis
The heatmaps are compared with the segmentation by the breast radiologist. This is done for the original
model and the best performing transfer learned model. In Figure 6.12 the heatmaps are shown for the exam-
ple images from Figure 6.10, together with the segmentation by the breast radiologist.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 6.12: Resulting heatmaps for mammograms for example images. a-d) original model, e-h) new model, i-l) segmentation by breast
radiologist
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Following the steps in subsection 5.3.1, Dice’s coefficient is calculated for each image, and the range of
resulting Dice’s coefficients is shown in Figure 6.13 for the original and TL model.

When the maximum value of the heatmap is taken, and compared to the true segmentation, the results show
that in the original model 37% of the heatmap has its maximum value in the true segmentation, compared to
58% in the TL model.

Figure 6.13: Comparison of DICE’s coefficients for original and TL model

6.2.6. Comparison of performance by different breast densities
Using the prediction model of Wu et al. (2018), the images are split into a dense (category 0 and 1) and a
non-dense (category 2 and 3) category, and the results are determined for both groups. Like described in
section 1.4, the four categories are (0) Almost entirely fatty, (1) Scattered fibroglandular density, (2) Heteroge-
neously dense and (3) Extremely dense. Figure 6.14 shows the distribution of images from the CSAW test set
- all and the EMC set that belong to the four different density categories. Most images belong to categories
1 and 2, and a smaller part of the images belongs to the two more extreme categories 0 and 3. For the EMC
set, a higher percentage of images belongs to the highest density category than for the CSAW test set - all.
Table 6.3 shows the resulting AUC values for the dense and non-dense category, for the CSAW dataset and the

(a) CSAW test set - all (b) EMC dataset

Figure 6.14: Distribution of density categories (0) Almost entirely fatty, (1) Scattered fibroglandular density, (2) Heterogeneously dense
and (3) Extremely dense,

EMC dataset. From this table it can easily be determined that the AUC value is higher for images from the
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non-dense categories, for all datasets. This is observed both in the original model as well as the model after
transfer learning.

AUC dense
(category 2 and 3)

AUC non-dense
(category 0 and 1)

AUC without most dense group
(category 0, 1 and 2)

Original model
CSAW test set - all 0.74 0.83 0.80
CSAW test set - ILC 0.60 0.70 0.68
EMC set 0.61 0.75 0.65

TL model
CSAW - all 0.74 0.84 0.77
CSAW- ILC 0.66 0.75 0.74
EMC set 0.70 0.83 0.75

Table 6.3: Results of original model and TL model, split in dense and non-dense breasts

Secondly, the most dense category is left out of the analysis. Like described in section 5.3, this is to sim-
ulate the effect of additional MRI screening for this group of women with breast density from the highest
category. These results are also shown in Table 6.3. The AUC values of this group lie in between the values of
the two other groups, as can be expected.

To gain a better understanding into the predictions for the different breast density categories, the predic-
tion value is plotted against the breast density value. This value is acquired from the breast density model,
as the prediction that the image belongs to the most dense category. In this way, the highest density value
belongs to the highest breast density. These results are visualized for the EMC dataset in Figure 6.15. In Fig-
ure 6.15a this is done for the original model, and in Figure 6.15b the same is shown after transfer learning.

(a) Original model (b) TL model

Figure 6.15: Comparison of breast density to tumor prediction for EMC data

The most outstanding from the first figure is that for images that have a high density value, the tumor pre-
dictions is low. This indicates that the model cannot detect the tumor when the breast tissue is dense. The
highest tumor predictions are from images with a low breast density. In the second figure there is a different
pattern, since images from all breast density values get high tumor predictions.

6.2.7. Comparison to radiologists
Firstly, the labels given by the radiologists are considered, and compared to the true labels. This is shown in
Table 6.4 and Table 6.5, both for the CSAW test set - ILC and the CSAW test set - all.

From these tables, the sensitivity and specificity are calculated. The sensitivity of the radiologists on the
CSAW test set - ILC is 78% and the specificity is 98%. For the CSAW test set - all the sensitivity is 59% and
the sensitivity is also 98%. The sensitivity for the CSAW test set - all is low, compared to previous studies on
breast cancer detection from mammography. A possible cause for this is the nature of the dataset and its
labels. A mammography image received a tumor label, when in the time following on the screening a tumor
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Radiologist label
1 (tumor) 0 (healthy)

True label
1 (tumor) 28 8
0 (healthy) 78 3702

Table 6.4: CSAW test set - ILC

Radiologist label
1 (tumor) 0 (healthy)

True label
1 (tumor) 196 138
0 (healthy) 78 3978

Table 6.5: CSAW test set - all

Confusion matrices to compare the labels given by radiologists to the true labels

developed. This time in between screening and tumor development could be a maximum of 729 days, which
is the time between two screenings. Therefore, maybe just a small beginning of the tumor was present at the
time of screening. Another thing that stands out is the high sensitivity in the CSAW test set - ILC, compared
to the CSAW test set - all. A cause for this difference could be the small size of the dataset, which enables
coincidental outcomes.

To compare these results to the detection models, a threshold value must be chosen to transform the tu-
mor prediction values into a classification into tumor and healthy. The threshold value that is used, is the
threshold that makes the model perform comparable to healthy images to the radiologists. This means that
the sensitivity of the model equals the sensitivity from the radiologists of 98%. This is done both for the orig-
inal GMIC model and the TL model, for both datasets.

The thresholds that follow from this method are 0.39 for the original model and 0.89 for the TL model. Using
these thresholds, Table 6.6, Table 6.7, Table 6.8 and Table 6.9 are generated.

Model label
1 (tumor) 0 (healthy)

True label
1 (tumor) 6 30
0 (healthy) 72 3708

Table 6.6: Original model, CSAW test set - ILC

Model label
1 (tumor) 0 (healthy)

True label
1 (tumor) 89 245
0 (healthy) 99 3957

Table 6.7: Original model, CSAW test set - all

Model label
1 (tumor) 0 (healthy)

True label
1 (tumor) 7 29
0 (healthy) 74 3706

Table 6.8: TL model, CSAW test set - ILC

Model label
1 (tumor) 0 (healthy)

True label
1 (tumor) 81 253
0 (healthy) 87 3969

Table 6.9: TL model, CSAW test set - all

Confusion matrices to compare the labels given by the GMIC detection models to the true labels, CSAW dataset, specificity = 98%

The resulting sensitivities are shown in Table 6.10. These values seem low, compared to the radiologists.
However, the thresholds can be chosen differently, when a lower specificity would be allowed. To investigate
the result of this, the same calculation for sensitivity is made for thresholds that leads to a specificity of 90%,
and these results are also added to Table 6.10.

Dataset
CSAW test set - ILC CSAW test set - all

Original model
Specificity 98 % 17% 27%
Specificity 90 % 44% 46%

TL model
Specificity 98 % 18% 24%
Specificity 90 % 47% 40%

Table 6.10: Sensitivities of original and TL model for CSAW test set - ILC and CSAW test set - all for the specificity values of 98% and 90%

For further comparison of the models and the radiologists, Figure 6.16 is added, combining the model out-
come to the radiologist reviews. This comparison is done for the CSAW test set - all, because the number of
tumors in the CSAW test set - ILC is too low to detect a distribution in tumor prediction values. Figure 6.16b
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shows the results for the original model and ?? for the TL model. The vertical axes represents the outcomes of
the model, thus the prediction of the presence of a tumor, by the models. The four areas that are shown, each
represent a different group of images, which are the images from the four categories in ??. The two bars on
the left side show images that got labeled as tumor by the radiologists. The pink bar shows the results for the
subset of these images that actually contained a tumor. Therefore, the True Positive group. The second bar,
shows the results for the False Positive group. The third bar the False Negative group, and the fourth bar the
True Negative group. The small horizontal line in the bar indicates the average tumor prediction value that is
given to the images in the group by the model.

Looking at these figures, some observations can be made. Firstly, looking at the images that were labeled
as tumor by radiologists (left two bars), the images that actually contained a tumor got an average prediction
of ± 0.4, while the images that were indeed healthy got a lower average prediction of ± 0.25. Therefore, the
model could assist in determining whether an image that is labeled as tumor, actually contains an image.
The same holds for the images that were labeled as healthy by the radiologists. Of these images, the ones that
actually contained a tumor got an average tumor prediction value of ± 0.2, while the images that were indeed
healthy got an average prediction value of ± 0.05. Applying the model to the images that the radiologists la-
beled as healthy, could therefore help in finding tumors that are missed. For the TL model, similar patterns
are observed.

(a) Original model

(b) Model after transfer learning

Figure 6.16: Result of model predictions, comparison with radiologists, a) original model, b) model after transfer learning

To truly understand the added value of these two models to the screening by radiologists, the most important
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images are the ones that actually contained a tumor, but were labeled by the radiologists as healthy. These
tumors were missed and could have been earlier detected. Therefore, Table 6.11 shows all images that were
labeled as healthy by the radiologists, and the outcome of the two models using the threshold as before for
a specificity of 90%. These results show for the original model, that if a specificity of 89% is allowed, 23% of
the tumors that were not detected by the radiologists, would have been detected by the model. For the TL
model, if a specificity of 90% is allowed, 20% of the tumors that were not detected by the radiologists, would
have been detected by the TL model.

Sensitivity Specificity
Original model 23% 89%
TL model 20% 90%

Table 6.11: Performance of models on images that are classified as healthy by radiologists
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Discussion

7.1. Discussion of results
The classical image processing techniques were used as an exploratory research into the properties of mam-
mography images. The methods that are applied turn the input image into an output image, with different
properties. What the results mostly show, is that image processing techniques alone do not have significantly
different effects on tumor area and healthy area. Therefore, these methods do not contribute to the task of
distinguishing a tumor area from the background. However, the method that is used to evaluate this is the
AUC value. This value depends on the histogram of the pixel values in the healthy and tumor area, and quan-
tifies how far apart these histograms are from each other. Consequently, the structure or patterns visible in
these areas are not taken into account. Other evaluation methods that do take structure into account could
give different insights in the function of the image processing methods. Moreover, combinations of image
processing methods could be applied. Lastly, there are methods that are not tested. The decision to not take
all these steps to improve the image processing methods lies in the focus of this study. These decisions are
made, based on previous studies, showing that deep learning has a higher potential in mammography evalu-
ation, which is why the focus in this research was on deep learning.

Concerning the trained deep learning models that are tested, the AUCs that are found for the datasets that
are used in this study are lower than presented in the original papers (K. Liu et al., 2021; Ribli et al., 2018; L.
Shen et al., 2019; Y. Shen et al., 2019; Wu et al., 2020). This holds for both the EMC and the CSAW dataset. For
the CSAW dataset, containing all tumor types and many healthy mammograms as well, the differences be-
tween the AUC in the original papers describing the models and the AUC found in this study are bigger than
expected. A possible cause for this could be differences in the properties of the dataset, or different quality of
the mammograms.

After transfer learning on the GMIC model, the tumor prediction values of ILC images increase, as it is in-
tended. Also, the tumor prediction values of IDC increase, which indicates similarities in the features of IDC
and ILC that are visible on mammography. Interestingly, also the tumor prediction values of healthy images
increase substantially. A reason for this increase could be that the model is now focused on the detection of
ILC, which is less visible, and therefore the model becomes more sensitive and is more inclined to give higher
predictions. The shift from low to high tumor prediction values raises the question of what the best threshold
value would be to define the image as tumor. For the usual threshold value of 0.5, the original model would
result in many false-negatives, but almost no false-positives. Therefore, an argument could be made to lower
the threshold to decrease the number of false-negatives of missed tumors, but this would also result in more
false-positives. In the transfer learned model, the threshold value of 0.5 would approximately detect half of
the tumors, with a relatively low number of false-positives. Again, when this threshold is lowered, more tu-
mors will be detected, also raising the number of false-positives. These considerations should be taken into
account, when a threshold is decided on.

For a more general dataset, consisting of all tumor types, the increase in performance of the model is lower
than for a dataset with ILC images. This indicates that training with ILC images does learn the model features
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that are specific for ILC.

The initialization of the weights in the model before transfer learning with the weights from the original
model is very important. When the model is randomly initiated, the performance of the model after training
is much worse than with the initialization form the original model. This result is as expected, since the 152
images containing ILC that are used in training are not enough to train all the weights in this complicated
network. The original network, trained with 186.816 images of which 1714 had a malignant finding, already
incorporated many of the features that are essential for breast cancer detection. Efficiently using multiple
datasets consisting of many images has a high potential to improve the performance of breast cancer detec-
tion models.

From the results regarding the performance of the models for the different categories, it can be observed
that high breast density influences the detection performance. This result is as expected and it matches the
performance of radiologists. Like mentioned before, dense breast tissue covers up the tumor tissue and in
this way the tumor becomes less visible. Therefore, this result is as expected.

Considering the spatial results of the model, some points of discussion should be mentioned, that decrease
the accuracy of the predicted segmentations. The first goal of the saliency maps is not to segment the tumor
perfectly or give the exact location of the tumor, but instead it enables the model to determine the approxi-
mate areas of interest to use as input for the local module. Furthermore, the radiologist segmented the tumor
area as well as possible, but this true segmentation cannot be expected to be perfect. Therefore, the resulting
DICE’s coefficients are not expected to be precise, but rather to give an indication of the correctness of the
saliency maps. The same holds for the comparison of the maximum value of the saliency maps to the true
segmentation. These results both show that the saliency maps cover the tumor area in most cases, but def-
initely not find the correct area in all images. A cause for this is the weakly supervised approach, in which
image labels are used to determine the saliency maps on pixel-level. Deep learning using true segmentations
will probably results in better spatial results.

Lastly, the model outcomes are compared to radiologist reviews. This comparison indicates that in general,
images that are correctly classified by the models are also correctly classified by the radiologists. Furthermore,
to obtain similar levels of specificity as radiologists, the sensitivity of the models are lower than radiologists.
However, in the images that are classified as healthy by the radiologists, the models succeed in the detection
of some tumor images, reducing the amount of missed tumors during screening.

7.2. Limitations

The first limitation for this study follows from the data sources. From the Erasmus MC dataset, consisting of
images from 162 patients with confirmed ILC, only 55 patients were used for evaluation of the methods. This
is due to the available time investment of the radiologist to mark the images. When all images are marked by
a radiologist, a more extensive evaluation of the methods can be done. The results suggest that retraining a
model with only ILC images, improves the performance of the model on other ILC images. However, with a
small test size, caution must be applied, as the findings might not be applicable to all ILC images. The CSAW
dataset that is used for training of the model, consists of more images with a confirmed tumor. But, since
only the ILC images are used for training, this amount is still rather small compared to training datasets used
in other studies.

Another issue that should be discussed is the availability of models that already have been trained with a
dataset. The models that are compared in this study, are publicly available. However, the majority of trained
models that has been developed is not publicly available. Some models are used in the development of com-
mercial products, which is a reason for not making them available. As a result of this, the comparison in
this study is not complete, and adding the not-publicly available models to the comparison would be a great
addition to this field of study.
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7.3. Recommendations
7.3.1. Future research
The first recommendation for future research is to include more models in the evaluation of current meth-
ods. Like stated before, a significant share of developed models is not publicly available. However, more effort
could be put into acquiring access to these models for the purpose of evaluating and comparing them on the
same datasets.

In terms of the structure of the model, the recommendation is to evaluate the added value of using pixel level
segmentations in the training. In the weakly supervised approach in this study, pixel level segmentations are
only used during evaluation and not during training. The advantage of this method is that more extensive
datasets can be used for training, that are not annotated on pixel-level. However, when the contribution of
using these annotations during training is proven to be significantly high, it could be preferable to focus on
acquiring more pixel-level annotations, instead of focusing on developing weakly supervised training meth-
ods.

Studying the results, using different distributions of tumor types in the training data is another recommen-
dation regarding model training. Now solely ILC data has been used for training, but this also resulted in a
limited amount of images used. Adding images with other tumor histology types would result in a bigger set
of training data, which could potentially improve the performance of the model.

Lastly, on the clinical application of breast cancer detection models, future research would also be recom-
mended. There are multiple options for the application of these models. Moreover, there a many ways in
which a radiologist can work together with a prediction model. A model could firstly scan all images, and
preselect images of which it suspects that an abnormality is present. These images would then be shown to
a radiologist, which makes the final decision. Another option is to use the model as a second reader, and use
only one human reader. A third option is to use the model on all images, and present the results of the model
together with the original images to the radiologists, and let the screening continue the same as now. A last
option could be to keep the screening the same as now, but apply the model on all images that are classified
as healthy by the radiologists. Then, for hard cases where humans did not find a tumor, maybe the model can
in some cases detect it. Research into these options and the effects of them on the clinical practice is needed.

7.3.2. Data collection
In this study, images are collected from the Erasmus MC database. However, not all images could be seg-
mented, due to time restrictions. AT the Erasmus MC, future research in the detection of ILC and other tu-
mors would benefit from the additional labeling and segmentation of these images. Moreover, in the Erasmus
MC patients with all tumor types are treated. The dataset could therefore be expanded with these images, to
enable research that does not only focus on ILC. Furthermore, there is ongoing research on federated learning
for cancer detection, like the EuCanImage initiative for example. A more elaborate data collection from the
Erasmus MC could be a value to these initiatives. Another option for data in future research is a collaboration
with the dutch population screening programme, where all women are screened from the age of 50 years.
This could be a big source for mammography images.
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Conclusion

In the Netherlands, approximately 15.000 women are diagnosed with breast cancer yearly. Population Screen-
ing Programs worldwide have the intention to detect breast cancer in an early stage and therefore provide the
possibility of an appropriate treatment timely. Because radiologists sometimes do not detect breast cancers,
automatic breast cancer detection is a growing field of research. Especially, ILC is often missed during the
population screening, since it is less visible on mammography. To recap, the main research question of this
project is:

Can image processing techniques and deep learning models contribute to the earlier detection of Inva-
sive Lobular Carcinoma from mammograms?

The results of the image processing techniques show that the basic operations that can be performed on
images, do not contribute much to the visibility of ILC on mammograms. Histogram equalization is the only
method with an average AUC that is higher than the original model, when the pixel values of a tumor area are
compared to the pixel values of a corresponding healthy area. Unsharp masking is the method that got the
second highest average AUC, but this was lower than the original image.

Existing deep learning models that are publicly available, have a lot of potential for mammography classifica-
tion. The maximum AUC value that is found for the CSAW dataset is 0.81 and for the EMC dataset, consisting
only of ILC images, the maximum AUC value is 0.71. For the GMIC model, these values are 0.79 for the CSAW
dataset and 0.65 for the EMC dataset. Transfer learning with ILC and healthy images improved these values to
0.80 for the CSAW dataset and 0.74 for the EMC dataset. This shows that for ILC images specifically, transfer
learning is a worthwhile addition.

The results in this study show clearly that for images of breasts with a high breast density, the tumor pre-
diction works less well than for images of breasts with low breast density. This is also observed when breast
radiologists evaluate the images.

In general, there is a high resemblance between the reviews of radiologists and the outcome of the GMIC
model, both before and after transfer learning. Images that were wrongly classified by the models, were often
also wrongly classified by the radiologists that reviewed the image. However, there were also images actually
containing a tumor that were classified by the radiologists as healthy, while the model classified the image as
tumor. This depends on the required specificity for the model. When a specificity of 98% could be allowed,
23% of the missed tumors could have been detected by the original GMIC model. This promising finding
shows that the model - after modification and validation - could be of great additional value to the clinical
practice, by contributing to early detection from mammograms.

Previous studies already showed the potential of applying deep learning methods to breast cancer detec-
tion from mammograms. This study contributes to this field, focusing on the possibilities for the detection
of ILC. Deep learning models are capable of ILC detection at the same level as radiologists. Training with ILC
images specifically improves this detection. Therefore, it can be concluded that deep learning models can
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contribute to the earlier detection of Invasive Lobular Carcinoma from mammograms.



A
Algorithms

A.1. Retrieve region of interest from saliency map

Algorithm 2 retrieve_roi

Input: x ∈RH ,W ,A ∈Rh,w,2,K
Output O = {x̃k |x̃k ∈Rhc ,wc }

1: O =;
2: for each class c ∈ {benign, malignant} do
3: Ãc = min-max-normalization(Ac )
4: end for
5: A∗ =∑

C Ãc

6: l denotes an arbitrary hc
h
H ×wc

w
W rectangular patch on A∗

7: criterion(l ,A∗) =∑
(i , j )∈l A∗[i , j ]

8: for each 1,2,. . . ,K do
9: l∗ = argmaxl criterion(l ,A∗)

10: L = position of l∗ in X
11: O =O ∪ {L}
12: ∀(i , j ) ∈ l∗, set A∗[i , j ] = 0
13: end for
14: return O
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A.2. Transform radiologist drawing to tumor segmentation
The following operations are used in the algorithm below, together with its definition and abbreviation: Also,

Operation Abbreviation Definition
Binary dilation BD(A,B) A⊕B = A

⋃
b∈B Ab with Ab the translation of A by b

Binary erosion BE(A,B) A⊖B = {z ∈ E |Bz ⊆ A}, with Bz = {b + z|b ∈ B}, {∀z ∈ E } and E a euclidean space

Binary fill holes BFH(A)

1. BFH(A) = A

2. ∀xi with A(xi ) = 0 → BFH(xi ) =
{

1 if x is within an area surrounded by 1’s in A

0 if x is not within an area surrounded by 1’s

Convex hull CH(A)

1. CH(A) = A

2. conv X =
{

n∑
i=1

αi · xi

∣∣∣∣∣ A(xi ) = 1,n ∈N,
n∑

i=1
αi = 1,αi ≥ 0

}
3. ∀xi ∈ convX →C H(xi ) = 1.

Table A.1: Morphological operations used and definitions

masks are used in the shape of ellipses. Ellipse(50) means an ellipse with a height and width of 50. The value
for the coordinates inside this ellipse is 1.

Algorithm 3 transform drawing to segmentation

Input: x ∈RH ,W with xi , j ∈ {0,1}
Output: xfilled ∈RH ,W with x f i l l edi , j ∈ {0,1}

1: xdi l ati on1 = BD
(
x,Ellipse(50)

)
2: xer osi on1 = BE

(
xdi l ati on1 ,Ellipse(50)

)
3: x f i l l ed1 = BFH

(
xer osi on1

)
4: if x f i l l ed1 = xer osi on1 then
5: xdi l ati on2 = BD

(
xer osi on1 ,Ellipse(75)

)
6: xer osi on2 = BE

(
xdi l ati on2 ,Ellipse(75)

)
7: x f i l l ed2 = BFH

(
xer osi on2

)
8: if x f i l l ed2 = xer osi on2 then
9: xdi l ati on3 = BD

(
xer osi on2 ,Ellipse(100)

)
10: xer osi on3 = BE

(
xdi l ati on3 ,Ellipse(100)

)
11: x f i l l ed3 = BFH

(
xer osi on3

)
12: if x f i l l ed3 = xer osi on3 then
13: x f i l l ed = CH(xer osi on3 )
14: else
15: x f i l l ed = x f i l l ed3

16: end if
17: else
18: x f i l l ed = x f i l l ed2

19: end if
20: else
21: x f i l l ed = x f i l l ed1

22: end if
23: return x f i l l ed



B
Architectures of trained deep learning

models for breast cancer detection

B.1. Description
This section describes the four model architectures and ideas behind it, that are not yet explained in the main
text.

B.1.1. Deep Neural Networks Improve Radiologists’ Performance in Breast Cancer Screen-
ing (Wu et al., 2020)

There are two models described in this article, that are both tested in this research. The first model takes
the four views as input and uses a seperate ResNet architecture to extract features for these views. Then,
the resulting features from the two MLO images and the features from the two CC images are concenated,
and followed by fully connected layers, which result in a classification for four categories: left benign, right
benign, left malignant and right malignant. These predictions are then averaged over the views. This model
is referred to as the image-only model. The second model uses the same architecture for the classification
of images, but adds two input images per view, which are a result of a patch classifier. This patch classifier
takes patches of 256 x 256 pixels, and outputs a prediction for this patch. This classifier is applied to the
test images in a sliding window to the full resolution mammogram, to create heatmaps for both benign and
malignant findings. These heatmaps are then used as extra input channels for the classification architecture.
This model is referred to as the image-and-heatmaps model. The architecture of the classification model is
shown in Figure B.1.

B.1.2. Weakly-supervised High-resolution Segmentation of Mammography Images for
Breast Cancer Diagnosis (K. Liu et al., 2021)

This architecture consists of a global and a local module, like shown in Figure B.2 and is referred to as GLAM.
The input image is first processed by the global module, which is similar to a ResNet architecture. This global
module produces heatmaps, which in turn result in patches with ROI’s. These patches are then extracted
from the original model with full resolution, and applied to the local module. This results in a saliency map
for each patch, which are mapped back to the original image to obtain the final saliency map for the whole
image. The classification output is obtained from the global module of GLAM.

B.1.3. An interpretable classifier for high-resolution breast cancer screening images uti-
lizing weakly supervised localization (Y. Shen et al., 2019)

This model, which is similar to GLAM, also consists of a local and global module with the same functions. An
addition is the fusion module, like shown in Figure 5.2. In this fusion model, features from the global module
and local module are concatenated and fed to a fully connected layer to produce the final prediction for a
mammogram.
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B.1.4. Deep Learning to Improve Breast Cancer Detection on Screening Mammography
(L. Shen et al., 2019)

In the study by L. Shen et al. (2019), a patch classifier is transformed to a whole image classifier. The patch
classifier has five possible outcome classes, being benign calcification, malignant calcification, benign mass,
malignant mass and background. This patch classifier is used as the first layer of the whole image classifier.
The five resulting heatmaps, corresponding to the five classes, are fed into top layers, consisting of two blocks
of convolutional layers, a global average pooling layer and the final classification into cancer and normal.
This structure brings the advantage of the possibility for training with image-level labels. The patch classifier
is firstly trained with labels on patch level, which is used as initialization of the whole network. After that,
image-labels are used to finetune the network. The network is shown in Figure B.3.

B.1.5. Detecting and classifying lesions in mammograms with Deep Learning (Ribli et
al., 2018)

The last breast cancer classification model is based on Faster R-CNN. Faster R-CNN starts with convolutional
layers (VGG16), with a Region Proposal Network added on top of these. This RPN detects and localizes objects
in the image, and sends the bounding boxes with the highest probability score to the second part of the
network. This second part aims to classify the objects in these bounding boxes. The possible classes for this
network are benign, malignant and normal. The final score for one image is the maximum probability score
for the malignant class for a detected bounding box.
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B.2. Visualization

Figure B.1: The architecture of the classification models image-only and image-and-heatmaps (Wu et al., 2020)

Figure B.2: The architecture of the GLAM model (K. Liu et al., 2021)
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Figure B.3: The architecture of the end2end model (L. Shen et al., 2019)

Figure B.4: The architecture of the faster rcnn model (Ribli et al., 2018)
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