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a b s t r a c t

Accurate approximations for the derivatives are usually required in many application
areas such as biomechanics, chemistry and visualization applications. With the help
of Smoothness-Increasing Accuracy-Conserving (SIAC) filtering, one can enhance the
derivatives of a discontinuous Galerkin solution. However, current investigations of
derivative filtering are limited to uniformmeshes and periodic boundary conditions, which
do not meet practical requirements. The purpose of this paper is twofold: to extend
derivative filtering to nonuniform meshes and propose position-dependent derivative
filters to handle filtering near the boundaries. Through analyzing the error estimates for
SIAC filtering, we extend derivative filtering to nonuniformmeshes by changing the scaling
of the filter. For filtering near boundaries, we discuss the advantages and disadvantages
of two existing position-dependent filters and then extend them to position-dependent
derivative filters, respectively. Further, we prove that with the position-dependent
derivative filters, the filtered solutions can obtain a better accuracy rate compared to
the original discontinuous Galerkin approximation with arbitrary derivative orders over
nonuniformmeshes. One- and two-dimensional numerical results are provided to support
the theoretical results and demonstrate that the position-dependent derivative filters, in
general, enhance the accuracy of the solution for both uniform and nonuniform meshes.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In many cases, one can argue persuasively that the changes in values of a function are often more import than the values
themselves, such as exhibited by streamline integration of fields. Therefore, an accurate derivative approximation is often
required in many areas such as biomechanics, optimization, chemistry and visualization applications. However, computing
derivatives of discontinuous Galerkin approximations is challenging because the DG solution only has weak continuity at
element boundaries. This means that the strong form of derivatives for a DG solution technically does not hold at element
boundaries, and computing the derivative directly does not always produce accurate results. For example, naive and careless
use of the derivatives of the discontinuous Galerkin solution directly to streamline integration can produce inconsistent
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resultswith the exact solution [1]. Once derivatives are needednear the boundaries, the difficulty increases since the solution
often has less regularity in those regions.

In order to obtain accurate approximations for the derivatives of discontinuousGalerkin (DG) solutions, this paper focuses
on using the so-called Smoothness-Increasing Accuracy-Conserving class of filters. As the name implies, SIAC filtering
can increase the smoothness of DG solutions, and this smoothness-increasing property helps to enhance the accuracy of
derivatives of DG solutions. Before giving context to what we will propose, we first review the currently existing SIAC and
derivative SIAC filters. The source of SIAC filtering is considered to be the superconvergence extraction technique introduced
by [2] for finite element solutions of elliptic problems. The extension for DG methods of linear hyperbolic equations given
in [3]. In an ideal situation, by applying SIAC filtering, the accuracy order of the filtered DG approximation can improve
from k + 1 to 2k + 1. The concept of the derivative filter was introduced in [4] for finite element methods and [5] for DG
methods. With the derivative filter, the filtered solution maintains an accuracy order of 2k + 1 regardless of the derivative
order. However, the previous investigations of derivative filtering have twomajor limitations: the requirement of a uniform
meshes and periodic boundary conditions.

The purpose of this paper is to overcome these two limitations. We propose position-dependent derivative filters to
approximate the derivatives of the discontinuous Galerkin solution over nonuniformmeshes and near boundaries. Ourmain
contributions are:

Nonuniform meshes. Filtering over nonuniform meshes has always been a significant challenge for SIAC filtering since
the 2k + 1 accuracy order is no longer guaranteed in general. Most of previous work for nonuniform meshes (such as
[6–8]) only considered a particular family of nonuniform meshes, smoothly-varying meshes. Among these works, only [7]
mentioned derivatives over nonuniformmeshes. It discussed the challenges of derivative filtering over nonuniformmeshes
and presented preliminary results concerning smooth-varying meshes. In this paper, we propose a method for arbitrary
nonuniform meshes: using the scaling H = hµ for filtering over nonuniform meshes. We cannot guarantee that the deriva-
tive filtering can improve the derivatives of DG solutions to accuracy order of 2k+1, but we prove that a higher convergence
rate (compared to DG solution) is still obtained. Further, the numerical examples suggest that the accuracy is improved once
the mesh is sufficiently refined.

Boundaries. First, we point out that previously there was no derivative filter that could be used near boundaries
except for periodic meshes. Without considering derivatives, there are three existing position-dependent filters that can
be used to handle boundary regions, see [8–10]. Two of them, [9,10], are constructed by only using central B-splines. They
showed good performance over uniform meshes. The position-dependent filter recently introduced in [8] was aimed at
nonuniform meshes. It uses 2k + 1 central B-splines and an extra general B-spline. The results in [8] suggested that adding
the extra general B-spline improves the performance of the position-dependent filter over nonuniform meshes compared
to using only central B-splines. In this paper, we extend the position-dependent filter [10] (referred to as the SRV filter)
and the new position-dependent filter [8] (referred to as the RLKV filter) to position-dependent derivative filters. Then,
we discuss the advantages and disadvantages of these position-dependent derivative filters over uniform and nonuniform
meshes. For nonuniform meshes, we prove that by using the position-dependent derivative filtering, the convergence rate
of the derivatives of the DG solution can be improved. Numerical comparisons over uniform and nonuniform meshes also
demonstrate that the derivative filtered solutions are more accurate than the derivatives of DG approximations.

Our new contributions are:

• Testing the position-dependent derivative filters for uniform meshes, which has never been done before;
• Applying the symmetric and position-dependent derivative filters over different nonuniform meshes.

This paper is organized as follows. In Section 2, we first review properties of the discontinuous Galerkin solution and
its derivatives. Then, we introduce the symmetric and position-dependent filters. Lastly, we show the symmetric derivative
filter over uniformmeshes. The symmetric and position-dependent derivative filters over nonuniformmeshes are presented
in Section 3with theoretical error estimations. Numerical results over uniformandnonuniformone-dimensionalmeshes are
given in Section 4. Nonuniform two-dimensional quadrilateral meshes are considered in Section 5. We present conclusions
in Section 6.

2. Background

In this section, we first briefly review the basic features of discontinuous Galerkin methods and the properties related to
derivatives. Then, we present the relevant background of Smoothness-Increasing Accuracy-Conserving filters.

2.1. DG approximation and its derivatives

Consider a multi-dimensional linear hyperbolic equation

ut +

d
i=1

Aiuxi + A0u = 0, u(x, 0) = u0(x), (x, t) ∈ Ω × (0, T ], Ω ⊂ Rd, (2.1)
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where the initial condition u0(x) is a sufficiently smooth function and the coefficients Ai are constants. The details of
discontinuous Galerkin methods for hyperbolic equations can be found in [11,12]. Here, we skip the details and write the
DG approximation directly as

uh(x, t) =

k
|ℓ|=0

uℓK (t)ϕ
ℓ
K (x), for x ∈ K ,

where k is the highest degree of approximation polynomial, and ϕℓK is the multi-dimensional piecewise polynomial basis
function of degree ℓ, polynomial inside element K and zero outside K , ℓ = (ℓ1, . . . , ℓd) is a multi-index. Here we choose
scaled Legendre polynomials for simplicity. The mesh elements K can be either uniform or nonuniform, and the mesh size
is represented as hK (h for uniform meshes).

Awell-known feature of the DG approximation is that the use of a piecewise polynomial basis leads to superconvergence.
However, by using a piecewise polynomial basis, the solutionuh is discontinuous at the interface of the elements,which is the
main challenge to defining the global derivatives of the DG approximation. Alternatively, we can define the local derivatives
of uh in the interior of each element by

∂αx uh(x, t) =

k
|ℓ|=0

uℓK (t)∂
α
x ϕ

ℓ
K (x), for x ∈ K , (2.2)

where α = (α1, . . . , αd) is an arbitrary multi-index. Eq. (2.2) is an approximation of ∂αx u, but it is only a local derivative,
and the convergence rate in Eq. (2.3) is not satisfied. Unlike the general DG approximation, which has the convergence rate
of k + 1, with each successive derivative, one order of accuracy is lost,∂αx u − ∂αx uh


0 ∼ O(hk+1−|α|). (2.3)

This means |α| ≤ k, since the (k + 1)th derivative is just zero. In order to obtain a global and accurate derivative of the
DG approximation, we can increase its smoothness by using SIAC filtering. Since the filtered solutions are more smooth and
have higher accuracy order, this filtering technique allows us to obtain derivatives for |α| > k. We emphasize that the ability
of calculating derivatives for |α| > k is a unique benefit of using SIAC filtering.

2.2. SIAC filter

Smoothness-Increasing Accuracy-Conserving filtering is based on a postprocessing technique first demonstrated by
Bramble and Schatz [2] for finite element methods to obtain a better approximation. Later, in [3], this technique was
extended to DG methods. In the one-dimensional case, the filtered approximation u⋆h is given by

u⋆h(x) = K (r+1,k+1)
h ⋆ uh(x), (2.4)

and

∥u − u⋆h∥0 ≤ Ch2k+1,

where the symmetric filter K (r+1,k+1) is a linear combination of the central B-splines,

K (r+1,k+1)(x) =

r
γ=0

c(r+1,k+1)
γ ψ (k+1)


x +

r
2

− γ


(2.5)

and the scaled filter Kh is given by formula Kh(x) =
1
hK(

x
h ). In [2,3], the number of B-splines is r+1 = 2k+1. The coefficients

c(r+1,k+1)
γ are calculated by requiring the filter to reproduce the polynomials by convolution

K (r+1,k+1) ⋆ p = p, p = 1, x, . . . , xr .

Here, the central B-splines are constructed recursively by

ψ (1)(x) = χ[−1/2,1/2)(x),

ψ (ℓ+1)(x) = ψ (1) ⋆ ψ (ℓ), ℓ ≥ 1.

We note that this symmetric filter is suitable only for the interior region, (r + k+ 1)/2 elements away from the boundaries,
since it uses symmetric information around the evaluated point. When filtering near the domain boundaries, we need to
use position-dependent filters.

In the multi-dimensional case, the filter is a tensor product of the one-dimensional filters (2.5) and can be written as

K (r+1,k+1)
h (x) =

d
i=1

K (r+1,k+1)
h (xi), x = (x1, . . . , xd) ∈ Rd,

with the scaled filter K (r+1,k+1)
h (x) =

1
hd
K (r+1,k+1)

 x
h


.
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2.3. Position-dependent filter

There are three position-dependent filters that have been introduced in previous work. Two of the three, [9,10], use
only central B-splines. These central B-spline filters have similar structures. Here we only discuss the one with better
performance, [10], referred to as the SRV filter, in this section. The last position-dependent filter use central B-splines, and
an extra noncentral B-spline. It was recently introduced in [8], and the error of the filtered solution near the boundary
is reduced over nonuniform meshes compared to the SRV filter. In the following context, we refer to position-dependent
filter [8] as the RLKV filter.

2.3.1. SRV filter
The SRV filter using 4k+1 central B-splineswas introduced in [10] for uniformmeshes. This boundary filter demonstrated

better behavior in terms of error than the original position-dependent filter which uses 2k+ 1 given by Ryan and Shu in [9].
It changes its support according to the location of the point being filtered. For example, at the left boundary, a translation of
the filter should be done so that the support of the filter remains inside the domain (up to the left boundary). The SRV filter
for filtering near the boundaries can then be written as

K (4k+1,k+1)(x) =

4k
γ=0

c(4k+1,k+1)
γ ψ (k+1) x − xγ (x̄)


, (2.6)

where xγ depends on the location of the evaluation point x̄ and is given by

xγ (x̄) = −2k + γ + λ(x̄),

with

λ(x̄) =


min


0,−

5k + 1
2

+
x̄ − xleft

h


, x̄ ∈


xleft ,

xleft + xright
2


,

max

0,

5k + 1
2

+
x̄ − xright

h


, x̄ ∈


xleft + xright

2
, xright


.

(2.7)

Here xleft and xright are the left and right boundaries, respectively. In the interior, the symmetric filter uses 2k + 1 central
B-splines. In order to provide a smooth transition between the SRV filter and the symmetric filter, a convex combination
was used:

u⋆h(x) = θ(x)

K (2k+1,k+1)
h ⋆ uh


(x)+ (1 − θ(x))


K (4k+1,k+1)
h ⋆ uh


(x), (2.8)

where θ(x) ∈ Ck−1 such that θ = 1 in the interior and θ = 0 in the boundary regions. The SRV filter showed good
performance over uniformmeshes in [10] when amulti-precision package was used. However, recent work [8] showed that
the SRV filter was not suitable for nonuniform meshes.

2.3.2. RLKV filter
The performance of the SRV filter strongly depends on three conditions: the problem is linear, themesh is uniformand the

computations are carried out with a multi-precision package (at least quadruple precision). When one of these conditions is
not satisfied, the good performance of the SRV filter can no longer be guaranteed. In order to overcome the aforementioned
limitations, the RLKV filter was proposed in [8]. This RLKV filter uses 2k+ 1 central B-splines and an extra general B-spline.
Near the left boundary, the RLKV filter has the formula

K (2k+2,k+1)
T (x) =

2k
γ=0

c(2k+2,k+1)
γ ψ

(k+1)
T(γ ) (x)  

Position-dependent filter with 2k+1 central B-splines

+ c(2k+2,k+1)
2k+1 ψ

(k+1)
T(2k+1)(x)  

General B-spline

, (2.9)

where T is the knot matrix defined in [8]. This knot matrix is a (2k + 2) × (k + 2) matrix such that each row, T(i) =

[T (i, 0), . . . , T (i, k + 1)] (i = 0, . . . , 2k + 1), of the matrix is a knot sequence with k + 2 elements that are used to create
the B-splineψ (k+1)

T(γ ) (x). Let T(i, j0 : j1) represents the knot sequence [T (i, j0), T (i, j0 + 1), . . . , T (i, j1)], then the B-spline can
be constructed by the following recurrence relation [13]:

ψ
(ℓ)

T(i,0:ℓ)(x) =


χ[T (i,0),T (i,1)) for ℓ = 1;

x − T (i, 0)
T (i, ℓ− 1)− T (i, 0)

ψ
(ℓ−1)
T(i,0:ℓ−1)(x)+


1 −

x − T (i, 1)
T (i, ℓ)− T (i, 1)


ψ
(ℓ−1)
T(i,1:ℓ)(x) for ℓ > 1.
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We note that the definition above provides more flexibility than the previous central B-spline notation, where T(i) are
sequences of equidistant knots. Assume that we want to filter the point x̄ which is located near the left boundary, then T is
given by,

T (i, j) =


−3k − 1 + j + i +

x̄ − xleft
h

, 0 ≤ i ≤ 2k, 0 ≤ j ≤ k + 1;
x̄ − xleft

h
+ min{j − 1, 0}, i = 2k + 1, 0 ≤ j ≤ k + 1;

(2.10)

similarly near the right boundary the knot sequence is given by

T (i, j) =


x̄ − xright

h
+ max{j − k, 0}, i = 0, 0 ≤ j ≤ k + 1;

i + j − 1 +
x̄ − xright

h
, 1 ≤ i ≤ 2k + 1, 0 ≤ j ≤ k + 1.

(2.11)

More details of this position-dependent filter can be found in [8].

2.4. Symmetric derivative filter: uniform meshes

Smoothness-Increasing Accuracy-Conserving filtering is named after its improvement of the smoothness of the filtered
approximation. Using the filter in Eq. (2.5), the filtered solution is a Ck−1 function. One can see that the smoothness is
significantly improved from the original weakly continuous solution. By taking advantage of the improved smoothness, we
can obtain better derivative approximations.

Derivative filtering over uniform meshes was introduced in [5,4]. In these papers, the authors identified two ways
to calculate the derivatives. The first method is a direct calculation of the derivatives of the filtered solution (2.4). The
convergence rate of the filtered solution is higher than the derivatives of the DG approximation itself, but the accuracy order
decreases and oscillations in the error increase with each successive derivative. The secondmethod is employed tomaintain
a fixed accuracy order regardless of the derivative order. In order to calculate the αth derivative of the DG approximation
without losing any accuracy order, we have to use higher-order central B-splines to construct the filter,

K (r+1,k+1+α)(x) =

r
γ=0

c(r+1,k+1+α)
γ ψ (k+1+α)


x +

r
2

− γ

. (2.12)

Notice that the order of the B-splines is now k + 1 + α instead of k + 1 in (2.5), and the filtered solution becomes a Ck−1+α

function. Then we can write the αth derivative of the symmetric kernel as dα
dxα K

(r+1,k+1+α)
h (x) = ∂αh K̃

(r+1,k+1,α)
h , where

K̃ (r+1,k+1,α)
h =

r
γ=0

c(r+1,k+1+α)
γ ψ

(k+1)
h


x +

r
2

− γ

.

By the property of convolution,

∂αx u
⋆
h = ∂αx


K (r+1,k+1+α)
h ⋆ uh


=


dα

dxα
K (r+1,k+1+α)
h


⋆ uh =


∂αh K̃

(r+1,k+1,α)
h


⋆ uh. (2.13)

For uniform meshes, [5] showed the filtered solution (2.13) has 2k + 1 superconvergence rate regardless of the derivative
order α

∥∂αx u − ∂αx u
⋆
h∥0 ∼ O(h2k+1).

Unfortunately, these methods are limited to uniform meshes. For nonuniform meshes, SIAC filtering becomes complicated,
and derivative SIAC filtering is more difficult. If we naively apply the same derivative filtering technique over nonuniform
meshes, we will lose accuracy from O(h2k+1) to O(hk+1−α) since over nonuniformmeshes the divided differences of the DG
solution no longer have the superconvergence property. In the following section, we will address nonuniform meshes by
adjusting the scaling of the SIAC filter.

3. Derivative filter: nonuniformmeshes and near boundaries

3.1. Symmetric derivative filter: nonuniform meshes

Abrief introductory description of symmetric derivative filtering over nonuniformmeshes can be found in [7]. It discusses
the challenges of symmetric derivative filtering over nonuniformmeshes and gives preliminary results for smoothly-varying
meshes (an affine mapping of a uniformmesh [6]). In order to develop derivative filtering for arbitrary nonuniformmeshes,
we first present some useful lemmas.
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Lemma 3.1 (Bramble and Schatz [2]). Let Ω0 ⊂⊂ Ω1 and s be an arbitrary but fixed nonnegative integer. Then for u ∈ Hs(Ω1),
there exists a constant C such that

∥u∥0,Ω0 ≤ C

|α|≤s

∥Dαu∥−s,Ω1 .

Lemma 3.2. Let u be the exact solution to the linear hyperbolic equation

ut +

d
i=1

Aiuxi + A0u = 0, x ∈ Ω × (0, T ], (3.1)

u(x, 0) = u0(x), x ∈ Ω,

where the initial condition u0(x) is a sufficiently smooth function and the coefficients Ai are constants. Here,Ω ⊂ Rd. Let uh be
the DG approximation over a nonuniform mesh with periodic boundary conditions. DenoteΩ0 ⊂⊂ Ω1 ⊂⊂ Ω, ℓ ≥ k + 1. The
negative order norm estimation of u − uh satisfies,

∥(u − uh)(T )∥−ℓ,Ω1 ≤ Ch2k+1,

and

∥∂αH (u − uh)(T )∥−ℓ,Ω0 ≤ Cαh2k+1H−|α|,

where α = (α1, . . . , αd) is an arbitrary multi-index and H is the scaling of the divided difference operator ∂αH .

Proof. The proof of the negative order normestimationwas given in [3] and the divided difference estimationwas presented
as a hypotheses. The proof is trivial and therefore we only give a proof for d = 1 case.

SetΩ0 such thatΩ0 +


−

|α|H
2 ,

|α|H
2


⊂ Ω1. Consider the first divided difference, by the definition of the negative order

norm, we have

∥∂H(u − uh)∥−ℓ,Ω0 = sup
Φ∈C∞

0 (Ω0)


(u − uh)


x +

H
2


,Φ

−

(u − uh)


x −

H
2


,Φ


H∥Φ∥ℓ,Ω0


,

≤ sup
Φ∈C∞

0 (Ω0)


(u − uh)


x +

H
2


,Φ


H∥Φ∥ℓ,Ω0

+ sup
Φ∈C∞

0 (Ω0)


(u − uh)


x −

H
2


,Φ


H∥Φ∥ℓ,Ω0

,

≤
2
H

∥u − uh∥−ℓ,Ω1 .

By induction, we have

∥∂αH (u − uh)(T )∥−ℓ,Ω0 ≤ Cαh2k+1H−|α|,

where Cα = 2|α|C . The proof is similar for d > 1 case. �

Lemma 3.2 demonstrates the optimal accuracy order estimation of the divided differences of the DG approximation in
the sense that the nonuniform mesh is arbitrary [3,14].

Theorem 3.3. Under the same conditions as in Lemma 3.2, let K (r+1,k+1+α) be the symmetric derivative filter given in (2.12).
DenoteΩ0 + 2supp(K (r+1,k+1+α)

H ) ⊂⊂ Ω1 ⊂⊂ Ω . Then, for general nonuniform meshes, we have

∥∂αx u − ∂αx


K (r+1,k+1+α)
H ⋆ uh


∥0,Ω0 ≤ Ch

r+1
r+k+2+α (2k+1),

where H = hµ and µ =
2k+1

r+k+2+α .

Proof. SetΩ1/2 such that

Ω0 + supp(K (r+1,k+1+α)
H ) ⊂ Ω1/2, and Ω1/2 + supp(K (r+1,k+1+α)

H ) ⊂ Ω1.

By applying Lemmas 3.1 and 3.2, we have∂αx u − ∂αx


K (r+1,k+1+α)
H ⋆ uh


0,Ω0

≤

∂αx u − K (r+1,k+1+α)
H ⋆ ∂αx u


0,Ω0

+

∂αx K (r+1,k+1+α)
H ⋆ (u − uh)


0,Ω0

≤ C0Hr+1
+ C1


|β|≤k+1

∂α+β
x


K (r+1,k+1+α)
H ⋆ (u − uh)


−(k+1),Ω1/2
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= C0Hr+1
+ C1


|β|≤k+1

K̃ (r+1,k+1−β,α+β)

H ⋆ ∂
α+β

H (u − uh)


−(k+1),Ω1/2

= C0Hr+1
+ C1


|β|≤k+1

K̃ (r+1,k+1−β,α+β)

H


L1

∂α+β

H (u − uh)


−(k+1),Ω1

≤ C0Hr+1
+ C2h2k+1H−(k+1+α).

Let the scaling H = hµ such that

Hr+1
= h2k+1H−(k+1+α).

We then have that µ =
2k+1

r+k+2+α and∂αx u − ∂αx


K (r+1,k+1+α)
H ⋆ uh


0,Ω0

≤ Ch
r+1

r+k+2+α (2k+1). �

Remark 3.1 (Discussion of the Number of B-Splines). The filter given in (2.12) uses (r + 1) B-splines. Theorem 3.3 implies
that by increasing the value of r , one can increase the value of r+1

r+k+2+α , and then approximate the superconvergence rate
2k + 1 as close as we want and regardless of the derivative order α. However, increasing the value of r presents a serious
inconvenience for computational implementation. For example, while r ≫ 2k, a multi-precision package is required during
the computation process, [8]. Another disadvantage is that the support size of the filter, (r+k+1+α)hµ, increaseswith r [3].
The increased support size means the convolution involves more DG elements and that the computational cost increases
as well. For nonderivative filtering, we usually keep r = 2k, but there is another consideration for derivative filtering. We
notice that the accuracy order decreases with the derivative order α if we keep r = 2k. One solution is to eliminate the
negative effect of the derivative order α is to use r = 2(k + α) instead of r = 2k. However, our experience shows that the
benefit of using r = 2(k + α) is limited. It slightly improves the accuracy and smoothness, but increases the computational
cost. In this paper, we will focus on using r = 2k for nonuniform meshes.

3.2. Position-dependent derivative filter

In the previous section, we discussed the symmetric derivative filtering over nonuniform meshes. As we mentioned
before, in order to handle boundary regions, we need to use position-dependent filters. In this section, we extend two
position-dependent filters to position-dependent derivative filters.

3.2.1. Derivative SRV filter
Since the SRV filter uses only central B-splines, we can easily extend it to the derivative SRV filter by increasing the order

of B-splines from k + 1 in (2.6) to k + 1 + α

K (4k+1,k+1+α)(x) =

4k
γ=0

c(4k+1,k+1+α)
γ ψ (k+1+α)(x − xγ ), (3.2)

and adjusting the shift function λ(x̄) (2.7) to

λ(x̄) =


min


0,−

5k + 1 + α

2
+

x̄ − xleft
h


, x̄ ∈


xleft ,

xleft + xright
2


,

max

0,

5k + 1 + α

2
+

x̄ − xright
h


, x̄ ∈


xleft + xright

2
, xright


.

(3.3)

For example, Fig. 3.1 shows the derivative SRV filters with k = 2 for the first and second derivatives at the left boundary.

Remark 3.2. The theoretical analysis of the derivative SRV filter remains the same as Theorem 3.3 with r = 4k. The
difference between the derivative SRV filter and the symmetric derivative filter is the scaling H = hµ. The scaling of the
derivative SRV filter is H = h

2k+1
5k+2+α , which is much larger than the scaling of the symmetric derivative filter, H = h

2k+1
3k+2+α .

3.2.2. Derivative RLKV filter
For the RLKV filter, we need to shift the 2k + 1 central B-splines and then change the extra general B-spline according

to the derivative order α. To complete these changes, we have to change the knot sequence (2.10), which is used only for
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Fig. 3.1. The derivative SRV filters (first and second derivatives) before convolution at the left boundary with k = 2 and scaling H = 1. The boundary is
represented by x = 0.

the DG approximation uh without derivatives. For the derivative RLKV filter near the left boundary (similar for the right
boundary), we need to redistribute the knots in the knot matrix T to meet the derivative requirement by

T (γ , j) =


−3k − 1 − α + j + γ +

x̄ − xleft
h

, 0 ≤ γ ≤ 2k, 0 ≤ j ≤ k + 1 + α;

x̄ − xleft
h

+ min{j − α, 0}, γ = 2k + 1, 0 ≤ j ≤ k + 1 + α,

(3.4)

and the position-dependent derivative filter is given by

K (2k+2,k+1+α)
T (x) =

2k
γ=0

c(2k+2,k+1)
γ ψ

(k+1+α)
T(γ ) (x)  

Position-dependent filter with 2k+1 central B-splines

+ c(2k+2,k+1+α)
2k+1 ψ

(k+1+α)
T(2k+1)  

General B-spline

, (3.5)

Remark 3.3. It is necessary to use a B-spline of order k+ 1+α instead of k+ 1 when α > k. In formula (3.5), if we keep the
order of B-spline as k + 1, when α > k the knot sequence T(2k + 1) becomes a uniformly spaced knot sequence, and then
the general B-spline ψ (k+1+α)

T(2k+1) added at the boundary reduces to a central B-spline. Then, the purpose of adding a special
B-spline at the boundary fails, and this special B-spline is needed to place more weight on the filtered point.

We note that the derivative RLKV filter allows us to approximate arbitrary order of derivatives near boundaries
theoretically. For example, Fig. 3.2 shows the derivative RLKV filters with k = 2 for the first and second derivatives at
the left boundary. Compared to the derivative SRV filter in Fig. 3.1, the derivative RLKV filter clearly has reduced support
and magnitude (range from −400 to 600 versus −4 to 6).

Theorem 3.4. Under the same conditions as in Lemma 3.2, let K (2k+2,k+1+α)
T be the derivative RLKV filter (3.5). We have∂αx u − ∂αx


K (2k+2,k+1+α)
HT ⋆ uh


0,Ω0

≤ Chµ(2k+2),

where H = hµ, µ =
2k+1

3k+3+α .

Proof.∂αx u − ∂αx


K (2k+2,k+1+α)
HT ⋆ uh


0,Ω0

≤ C0H2k+2
+

∂αx


2k
γ=0

cγψ
(k+1+α)
HT(γ ) ⋆ (u − uh)


0,Ω0

+

∂αx c2k+1ψ
(k+1+α)
HT(2k+1) ⋆ (u − uh)


0,Ω0

.

For the second term on the left side of the above inequality, which only involves central B-splines, similar to Theorem 3.3,
we have∂αx


2k
γ=0

cγψ
(k+1+α)
HT(γ ) ⋆ (u − uh)


0,Ω0

≤ C1h2k+1H−(k+1+α).
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Fig. 3.2. The derivative RLKV filters (first and second derivatives) before convolution at the left boundary with k = 2 and scaling H = 1. The boundary is
represented by x = 0.

For the third term with a general B-spline, we have∂αx c2k+1ψ
(k+1+α)
HT(2k+1) ⋆ (u − uh)


0,Ω0

≤ C2


β≤k+1

c2k+1


dα+β

dxα+β
ψ
(k+1)
HT(2k+1)


⋆ (u − uh)


−(k+1),Ω1/2

≤ C2


β≤k+1

c2k+1


dα+β

dxα+β
ψ
(k+1)
HT(2k+1)


L1

∥u − uh∥−(k+1),Ω1

≤ C3


β≤k+1

H−(α+β)

 dα+β

dxα+β
ψ
(k+1)
T(2k+1)


L1

∥u − uh∥−(k+1),Ω1

≤ C4h2k+1H−(k+1+α),

where

Ω0 + supp(K (2k+2,k+1+α)
HT ) ⊂ Ω1/2, and Ω1/2 + supp(K (2k+2,k+1+α)

HT ) ⊂ Ω1.

Then, we have∂αx u − ∂αx


K (2k+2,k+1+α)
HT ⋆ uh


0,Ω0

≤ C0H2k+2
+ C5h2k+1H−(k+1+α).

Similar to the symmetric filter case in Theorem 3.3, we require the scaling H satisfies H2k+2
= h2k+1H−(k+1+α) and finally,

we have∂αx u − ∂αx


K (2k+2,k+1+α)
HT ⋆ uh


0,Ω0

≤ Chµ(2k+2),

where H = hµ and µ =
2k+1

3k+3+α . �

Remark 3.4 (Discussion of Support Size of the Filters). Theorems 3.3 and 3.4 give convergence rates of the symmetric
and position-dependent derivative filters, respectively. One can easily verify that the convergence rates are better than
calculating the derivatives of the DG approximation directly, k + 1 − α. For the scaling H = hµ, for convenience we let the
degree k → ∞, then the symmetric derivative filter and derivative RLKV filters have the scalingH = h2/3 and the derivative
SRV filter has the scaling H = h2/5. In order to show the difference of support size of the different filters, we present Fig. 3.3
to show a direct comparison. From Fig. 3.3, we can see that the SRV filter requires a much larger support size than the RLKV
filter. The large support size usually will lead to computational problems (increased flop counts, round-off error, etc.).

However, we notice that the scalingH = hµ is still quite large compared to h. A large support usually has negative effects
on the accuracy over coarse meshes. Let the domain be Ω = [0, 1] and h = 1/N , where N is the number of elements. In
order to guarantee the conclusions in Theorems 3.3 and 3.4, we must choose N large enough so that the support size of
filters is less than the domain size, which requires

(r + k + α + 1)hµ ≤ 1 =⇒ N ≥ (r + k + α + 1)1/µ,

here r = 2k for the symmetric and derivative RLKV filters and r = 4k for the derivative SRV filter. Table 3.1 gives the
minimum number of elements for different filters. We note that for the SRV filter, the required number of elements is
always too large. This is one important reason that the SRV filter performs poorly over nonuniformmeshes in the numerical
examples. Once N is smaller than theminimum requirement given in Table 3.1, we have to rescale the filter by using scaling
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Fig. 3.3. Comparison of support sizes of the derivative SRV filter and the derivative RLKV filters. The symmetric derivative filter has the same support size
as the derivative RLKV filter.

Table 3.1
The minimum requirement of element number N according to the derivative order α. Here, N1 is used for the symmetric and derivative RLKV filters and
N2 is used for the derivative SRV filter.

H = 1/(r + k + α + 1). However, this rescaling technique normally has negative effects on the accuracy order. There are
two ways by which to overcome these drawbacks. One is to keep the order of B-splines as k + 1 as the nonderivative filter
and then calculate the derivatives directly as mentioned in [9]. This method can decrease the support size of the filters from
(r + k+α+1)H to (r + k+1)H . In the next section, we will present a numerical comparison of using the order of B-splines
of k + 1 and k + 1 + α. The other way will be presented in our future work; it will give an alternative version of Lemma 3.2
according to the given nonuniform mesh. It allows us to choose a smaller scaling H (or larger µ) than that in Theorems 3.3
and 3.4.

4. Numerical results

In the previous section,weproposed twoposition-dependent derivative filters and investigated how to choose the proper
scaling of the filters over nonuniform meshes. We also proved that the filtered solutions have better accuracy order and
smoothness compared to the original DG approximations regardless of the derivative orderα. We now turn to the numerical
examples of the position-dependent derivative filtering. The aims of this section are:

1. Testing the position-dependent derivative filters (the SRV and RLKV filter) for uniform meshes, which has never been
done before;

2. Applying the symmetric and position-dependent derivative filters over different nonuniform meshes;
3. Comparing the derivative filters with different order B-splines. For convenience, we introduce the following notation:

• the derivative of the filtered solution, ∂αx u
⋆
h. This filtered solution uses the standard filter and then takes the derivative.

• the filtered derivative,

∂αH K̃H


⋆ uh, which uses the higher order derivative filter K (r+1,k+1+α)

H for filtering the DG
solution.

We note that the DG approximation makes sense only when α ≤ k. In addition, the derivative of the filtered solution
∂αx u

⋆
h loses the wanted accuracy order when α > k (u⋆h = K r+1,k+1

H ⋆ uh is a Ck−1 function only). Therefore, we mainly
present comparison examples with α ≤ k in this section. When α > k, we only present the results of the filtered derivative
∂αH K̃H


⋆ uh, and we point out that the filtered solution


∂αH K̃H


⋆ uh has a theoretical meaning for an arbitrary α, but the

accuracy deteriorates with each successive derivative. However, we also note that once α > k, the nonuniformmeshes have
to be sufficiently refined in order to see the accuracy improvement. Because of these reasons, we only present the α = k+1
case for nonuniformmeshes. Also, since the symmetric derivative filter is applied in the interior region of each example, we
do not present it separately.

Remark 4.1. For the following numerical examples:

• when the number of elements is less than the minimum requirement in Table 3.1, a rescaling technique is used;
• quadruple precision is used for the SRV filter, and double precision is used for the RLKV filter and all two-dimensional

examples;
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Fig. 4.1. Comparison of the point-wise errors in log scale of the first and second derivatives of the DG approximation ∂αx uh together with the two filtered
solutions (the SRV and RLKV filters) for the linear convection equation (4.1), over uniformmeshes. The B-spline order is k+1+α, the filter scaling is taken
as H = h, and k = 2.

• the blending function θ(x) in (2.8) is no longer needed for the RLKV filter (see [8]), therefore the function θ(x) is not used
in the following examples.

4.1. Uniform mesh

Before approaching nonuniform meshes, we first apply the position-dependent derivative filters over uniform meshes.
Here we present results of using both the SRV filter and the RLKV filter since each of them has its advantages over uniform
meshes that we address in the following examples. Consider a linear convection equation

ut + ux = 0, x ∈ [0, 1], (4.1)
u(x, 0) = sin(2πx),

at time T = 1 with periodic boundary conditions. For uniformmeshes, we can also use scaling H = hµ and obtain results as
Theorems 3.3 and 3.4 described. However, according to the analysis in [3,8,10], in order to maximize the benefits of using
central B-splines over uniform meshes, we choose the uniform mesh size, h, as the filter scaling. Here, we compare the
derivatives of the DG approximation, the filtered solutions (the SRV and RLKV filter) with using B-splines of order k+ 1+α
(Table 4.1 and Fig. 4.1) and using B-splines of order k+1 (Table 4.2 and Fig. 4.2). From the tables, we can see that the filtered
solutions


∂αH K̃H


⋆ uh and ∂αx u

⋆
h have better accuracy compared to the original DG solutions.

With the scaling H = h, the SRV filter clearly has an advantage for uniformmeshes. Because the SRV filter is constructed
using only central B-splines, it was proven to have 2k + 1 accuracy order regardless of the derivative order α for linear
equations over uniform meshes in [9]. In Tables 4.1 and 4.2, the SRV filter shows much better accuracy compared to the
RLKV filter near the boundaries, especially when α is large. For the RLKV position-dependent derivative filter, we notice that
the filtered solutions only have accuracy of order k+1−α in Tables 4.1 and 4.2. This is becausewe use scalingH = h instead
of scaling H = hµ in Theorem 3.4. We note that if using a multi-precision package is acceptable, then the SRV filter is more
advantageous for the accuracy order. However, if only double precision is available during computation (for example, GPU
computing), then in order to avoid round-off error, the RLKV filter is a better choice, see [8]. However, when α > k, the
optimal choice is still the SRV filter with B-splines of order k+ 1+α because only this filter does not lose the accuracy with
each successive derivative.

We note that the derivative of filtered solution ∂αx u
⋆
h also performs well near boundaries for uniform meshes. However,

for the derivative order α > k, we still need to use higher-order B-splines to construct the derivative filters. Figs. 4.1 and
4.2 present the point-wise error plots in log scale using the DG approximation of degree k = 2. After filtering, the filtered
approximations are much smoother than the DG solution, but in order to reduce oscillations in the interior regions, we still
have to use B-splines of order k + 1 + α.



286 X. Li et al. / Journal of Computational and Applied Mathematics 294 (2016) 275–296

Table 4.1
L2- and L∞-errors for the αth derivative of the DG approximation ∂αx uh together with the two filtered solutions (the SRV and RLKV filters) for the linear
convection Eq. (4.1), over uniform meshes. The B-spline order is k + 1 + α and the filter scaling is taken as H = h.

Remark 4.2. For uniform meshes, we choose to use the scaling H = h instead of the scaling H = hµ in Theorem 3.3. This is
because for uniformmeshes, the scaling H = h can provide a better accuracy order of 2k+ 1 compared to the conclusion in
Theorem 3.3, especially in the interior region. Also, the SRV filter benefits of the scaling H = h in the boundary region once
quadruple precision is used. If the scalingH = hµ is used for uniformmeshes, the accuracy order will decrease and the error
magnitude will increase in the interior region. However, the RLKV filter will have better accuracy order in the boundary
region, and the error magnitude will improve once the mesh is sufficiently refined.

4.1.1. Smoothly-varying mesh
As mentioned in [6,8], there is a particular family of nonuniform meshes, smoothly-varying meshes for which the filter

behaves similar to the uniform case. In [8], the authors proved that the filtered solutions (both the SRV and RLKV filters)
have a similar performance over smoothly-varying meshes compared to uniformmeshes. However, it would be of practical
interests to show the performance of the position-dependent derivative filters over smoothly-varying meshes, especially
for smoothly increasing/decreasing meshes.

Consider a linear convection equation with Dirichlet boundary conditions
ut + ux = 0, x ∈ [0, 1], (4.2)
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Table 4.2
L2- and L∞-errors for the αth derivative of the DG approximation ∂αx uh together with the two filtered solutions (the SRV and RLKV filters) for the linear
convection equation (4.1), over uniform meshes. The B-spline order is k + 1 and the filter scaling is taken as H = h.

u(x, 0) = sin(2πx),
u(0, t) = sin(−2π t),

at time T = 1 over a smoothly decreasing mesh defined in [8]:

x = ξ − 0.2(ξ − 1)ξ ,

where x is the smoothly decreasing mesh variable and ξ is the variable of the uniform mesh over domain [0, 1].
Similar to the uniform mesh case, we choose the local mesh size as the filter scaling, H = 1xj according to [8]. Here, in

order to save space, we present results for the filtered derivative

∂αH K̃H


⋆ uh only. The L2 and L∞ errors are presented in

Table 4.3 with the first three derivatives over the above smoothly decreasing mesh. The respective point-wise error plots
(k = 2 case) are given in Fig. 4.3. We point out one phenomenon that is very different to the uniform mesh case. The RLKV
filter provides better accuracy compared to the SRV filter near the boundaries, see Table 4.3. However, both the SRV and
RLKV filters can improve the accuracy of the original DG solutions once the mesh is sufficiently refined.
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Fig. 4.2. Comparison of the point-wise errors in log scale of the first derivative of the DG approximation ∂αx uh together with the two filtered solutions (the
SRV and RLKV filters) for the linear convection equation (4.1), over uniform meshes. The B-spline order is k + 1, the filter scaling is taken as H = h, and
k = 2.
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Fig. 4.3. Comparison of the point-wise errors in log scale of the first and second derivatives of the DG approximation ∂αx uh together with the two filtered
solutions (the SRV and RLKV filters) for the linear convection equation with Dirichlet boundary condition (4.2), over smoothly decreasing meshes. The
B-spline order is k + 1 + α, the filter scaling is taken as H = 1xj , and k = 2.

4.2. Nonuniform mesh

Now we show the main results of this paper: the position-dependent derivative filtering over arbitrary nonuniform
meshes. Before proceeding further, we first give the numerical setting of nonuniform meshes. In order to generate a more
general format for nonuniform meshes, we use a random number generator to design the following two meshes.
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Table 4.3
L2- and L∞-errors for the αth derivative of the DG approximation ∂αx uh together with the two filtered solutions (the SRV and RLKV filters) for the linear
convection equation with Dirichlet boundary conditions (4.2), over smoothly decreasing meshes. The B-spline order is k + 1 + α and the filter scaling is
taken as H = 1xj .

Mesh 4.3. The first nonuniform mesh that we consider is defined by

x 1
2

= 0, xN+
1
2

= 1, xj+ 1
2

=


j + b · rj+ 1

2


h, j = 1, . . . ,N − 1

where

rj+ 1

2

N−1

j=1
are random numbers between (−1, 1), and b ∈ (0, 0.5] is a constant number. The size of the element

1xj = xj+ 1
2

− xj− 1
2
is between ((1 − 2b)h, (1 + 2b)h). In order to save space, in this paper we present an example with

b = 0.4 only, other values of b such as 0.1, 0.2 and 0.45 were also calculated.

Mesh 4.4. The second nonuniform mesh is more irregular than the first one. We distribute the element interface by
xj+ 1

2
, j = 1, . . . ,N − 1 randomly for the entire domain and require only

1xj = xj+ 1
2

− xj− 1
2

≥ b · h, j = 0, . . . ,N.

In this paper, we only present b = 0.5 case for this mesh, other values of b such as 0.6, 0.8, etc. were also calculated.
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Table 4.4

L2- and L∞-errors for the first derivative of the DG approximation ∂αx uh together with the two filtered solution ∂αx u
⋆
h and


∂αH K̃H


⋆ uh (with the SRV filter)

for the linear convection equation (4.1), over Mesh 4.3. The filter scaling is taken as H = h2/5 near boundaries and H = h2/3 for interior regions (where the
symmetric filter is applied).

Mesh ∂αx uh ∂αx u
⋆
h (SRV)


∂αH K̃H


⋆ uh(SRV)

L2 error Order L∞error Order L2error Order L∞error Order L2error Order L∞error Order

α = 1

P 1

20 5.48E−01 – 1.76E+00 – 2.85E−01 – 1.49E+00 – 5.91E−01 – 2.54E+00 –
40 2.82E−01 0.96 1.05E+00 0.74 2.63E−01 0.11 1.57E+00 −0.08 4.90E−01 0.27 2.37E+00 0.10
80 1.37E−01 1.05 4.98E−01 1.08 2.11E−01 0.32 1.52E+00 0.05 4.17E−01 0.24 2.38E+00 −0.00

160 6.72E−02 1.02 2.57E−01 0.96 1.29E−01 0.71 1.18E+00 0.36 3.08E−01 0.43 2.30E+00 0.05
320 3.38E−02 0.99 1.30E−01 0.98 3.12E−02 2.05 3.75E−01 1.65 9.55E−02 1.69 9.77E−01 1.24

P 2

20 3.56E−02 – 2.01E−01 – 1.15E−02 – 8.74E−02 – 3.30E−02 – 1.35E−01 –
40 8.96E−03 1.99 5.80E−02 1.79 2.32E−03 2.31 1.90E−02 2.20 4.21E−03 2.97 2.41E−02 2.49
80 1.96E−03 2.20 1.16E−02 2.32 2.08E−03 0.16 1.49E−02 0.35 3.70E−03 0.19 2.34E−02 0.05

160 4.86E−04 2.01 3.88E−03 1.58 1.68E−03 0.30 1.49E−02 −0.00 3.16E−03 0.23 2.35E−02 −0.01
320 1.32E−04 1.88 8.95E−04 2.11 1.36E−03 0.30 1.50E−02 −0.01 2.63E−03 0.27 2.36E−02 −0.01

P 3

20 1.53E−03 – 1.10E−02 – 1.33E−02 – 7.20E−02 – 4.03E−02 – 2.58E−01 –
40 2.10E−04 2.86 1.72E−03 2.68 7.05E−05 7.56 3.40E−04 7.73 4.44E−05 9.83 3.07E−04 9.72
80 2.27E−05 3.21 1.80E−04 3.26 4.84E−06 3.86 3.58E−05 3.25 6.48E−06 2.78 4.29E−05 2.84

160 2.72E−06 3.06 2.52E−05 2.84 3.30E−06 0.55 2.89E−05 0.31 5.84E−06 0.15 4.53E−05 −0.08
320 3.42E−07 2.99 3.22E−06 2.97 2.71E−06 0.28 2.91E−05 −0.01 4.97E−06 0.23 4.55E−05 −0.01

We remark that we have tested various differential equations over both kinds of nonuniformmeshes: Meshs 4.3 and 4.4.
However, the filtered approximations have similar performances since the performance mainly depends on the mesh. In
order to save space, we choose to present one equation for each nonuniform mesh.

4.2.1. Comparison of the SRV filter and RLKV filter over nonuniform Mesh
In [8], the authors showed that the SRV filter has worse performance compared to the RLKV filter over nonuniform

meshes for filtering the solution itself. We alsomentioned that the enormous support size of the SRV filter causes problems:
we have to rescale the SRV filter to fit the domain size. Hence, we cannot guarantee neither the accuracy order nor error
reduction. Table 3.1 shows the minimum requirement of the number of elements for the SRV filter, and we can see that it is
difficult to satisfy. Based on these deficiencies, we conclude that the SRV filter is not suitable for approximating derivatives
over nonuniformmeshes. However, in order to provide a complete view of the position-dependent derivative filters, we still
give one example of using the SRV filter for the first derivative over Mesh 4.3. Table 4.4 shows that with the SRV filter, the
filtered solutions (no matter what order of B-splines is used) are even worse than the derivative of the DG approximation.
In the rest of this section, we focus on testing the RLKV filter over nonuniform meshes.

4.2.2. Linear equation over Mesh 4.3
For Mesh 4.3, we present results for the linear convection equation (4.1) with the first, second and third derivatives.

The L2 and L∞ norm errors are given in Table 4.5 and Fig. 4.4 shows the point-wise error in log scale. When α ≤ k, both
the derivative of filtered solution ∂αx u

⋆
h and the filtered derivative


∂αH K̃H


⋆ uh have better accuracy and convergence rates

than the original DG approximation. The filtered derivative

∂αH K̃H


⋆ uh shows better smoothness and theoretically has a

better accuracy order than the derivative of the filtered solution ∂αx u
⋆
h when α ≤ k, but ∂αx u

⋆
h has better accuracy near the

boundaries. For smoothness, the results are similar to the uniformmesh case;

∂αH K̃H


⋆uh has fewer oscillations compared to

the DG solution and ∂αx u
⋆
h. Furthermore, we point out that by using higher-order B-splines we can disregard the requirement

that α ≤ k.
For the point-wise error plots given in Fig. 4.4, the middle column is the filtered approximation ∂αx u

⋆
h, which showsmore

oscillations than the

∂αH K̃H


⋆ uh, especially in the interior regions. We note, however that the support size of the filter

that uses a higher-order B-spline increases with the derivative order α and it slightly increases the computational cost.
Near the boundaries, the filtered solutions have a larger error magnitude than those in the interior region. Because near the
boundaries we cannot obtain symmetric information around the filtered points, and the general B-spline has less regularity
compared to the central B-spline. We note that the coarse meshes (such as N = 20 or even N = 40) are not sufficient to
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Table 4.5

L2- and L∞-errors for the αth derivative of the DG approximation ∂αx uh together with the two filtered solutions ∂αx u
⋆
h and


∂αH K̃H


⋆uh (with the RLKV filter)

for the linear convection equation (4.1), over Mesh 4.3. The filter scaling is taken as H = h2/3 .

use the position-dependent derivative filter, the filtered solution may have worse accuracy compared to the original DG
approximation.
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Fig. 4.4. Comparison of the point-wise errors in log scale of the first and second derivatives of DG approximation ∂αx uh together with the two filtered

solutions ∂αx u
⋆
h and


∂αH K̃H


⋆ uh (with the RLKV filter) for the linear convection equation (4.1) over Mesh 4.3. The filter scaling is taken as H = h2/3 , and

k = 2.

4.2.3. Variable coefficient equation over Mesh 4.4
After testing the linear convection equation (4.1), we move to a variable coefficient equation with periodic boundary

conditions,
ut + (au)x = f , (x, t) ∈ [0, 1] × (0, T ] (4.3)
u(x, 0) = sin(2πx),

where the variable coefficient a(x, t) = 2 + sin(2π(x + t)) and the right side term f (x, t) are chosen to make the exact
solution

u(x, t) = sin(2π(x − t)).
As with the linear convection example, we present the L2 and L∞ errors in Table 4.6 with the first three derivatives over

Mesh 4.4. The respective point-wise error plots (k = 2 case) are shown in Fig. 4.5. The results are similar to the results for
the constant coefficient case. In order to save space we no longer repeat the descriptions, which are similar. However, we
still want to point out one phenomenon. In this variable coefficient case, the filtered solution ∂αx u

⋆
h shows somewhat better

accuracy than the filtered solution

∂αH K̃H


⋆ uh near the boundaries when α ≤ k. This performance suggests that when

α ≤ kwe can consider not increasing the order of the B-splines, although it causes more oscillations in the error.

Remark 4.5. Here we summarize the consequences of using B-splines of order k + 1 compared to using normal order
k + 1 + α; they are the following:
• it can give better accuracy near the boundaries;
• it can give better accuracy in the interior regions (when α ≪ k), but it damages the smoothness of filtered solution (more

oscillations);
• it has a smaller support size;
• it allows the use of the symmetric filter over a larger area; and
• it requires α ≤ k.

Remark 4.6. We notice that in Tables 4.5 and 4.6, the accuracy order is smaller than the conclusion in Theorem 3.4. The
reason is twofold:
• The first reason is the effect of the boundary region. The error magnitude of the filtered solution in the interior region is

much better than the error magnitude in the boundary region. Therefore, the accuracy order in the L2 norm appears to
be unstable and the numbers are smaller than the theoretical expectation. If we look at Figs. 4.4 and 4.5 (right column),
the convergence rates are stable respective to boundary and interior regions separately.
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Table 4.6

L2- and L∞-errors for the αth derivative of the DG approximation ∂αx uh together with the two filtered solutions ∂αx u
⋆
h and


∂αH K̃H


⋆uh (with the RLKV filter)

for variable coefficient equation (4.3), over Mesh 4.4. The filter scaling is taken as H = h2/3 .

• The second reason is that theMeshs 4.3 and 4.4 are randomly generated. There is no strict refinement relation among the
meshes. Therefore, the accuracy order is affected by the randomness of the meshes, and a very stable accuracy order is
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Fig. 5.1. Comparison of the point-wise errors in log scale of the cross-derivative DG approximation ∂2xyuh together with the filtered solutions for the
two-dimensional linear advection equation (5.1) over Mesh 4.3 (2D, N = 160 × 160).

not observed. One can see that once the effect caused by randomness becomes smaller in the two-dimensional example,
the accuracy order becomes stable, see Tables 5.1 and 5.2.

5. Two-dimensional example

For the two-dimensional example, we consider a 2D version of the linear convection equation

ut + ux + uy = 0, (x, y) ∈ [0, 1] × [0, 1], (5.1)
u(x, y, 0) = sin(2πx + 2πy),

at time T = 1 with periodic boundary conditions. The nonuniform meshes we used are the 2D quadrilateral extension of
Meshs 4.3 and 4.4. Here, we show the cross-derivative ∂2xy, the first derivatives ∂x and ∂y are omitted as they are similar to
the 1D results. We give the L2 and L∞ error in Tables 5.1–5.2 and the point-wise error plots in Figs. 5.1–5.2. We note that the
filtered accuracy error seems slightly worse than the DG approximation over coarse meshes, because near the boundary
regions we need sufficiently refined meshes to show the advantage of the position-dependent filter. Once the mesh is
sufficiently refined, we see better results. We also note that although we require a relatively refined mesh for boundary
regions, the results in the interior regions behave better (see the point-wise error plots).
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Table 5.1
L2- and L∞-errors for the cross-derivative DG approximation ∂2xyuh together with the filtered solutions for the two-dimensional linear convection equation
(5.1) over Mesh 4.3 (2D).

Mesh ∂2xyuh ∂2xyu
⋆
h (RLKV) (∂Hx∂Hy K̃H ) ⋆ uh (RLKV)

L2 error Order L∞ error Order L2 error Order L∞ error Order L2 error Order L∞ error Order

P 1

20 × 20 5.47E+00 – 2.32E+01 – – – – – 1.32E+00 – 1.25E+01 –
40 × 40 2.71E+00 1.01 1.33E+01 0.81 – – – – 1.97E−01 2.75 1.80E+00 2.79
80 × 80 1.33E+00 1.03 6.39E+00 1.06 – – – – 2.81E−02 2.81 2.56E−01 2.81
160× 160 6.62E−01 1.00 3.38E+00 0.92 – – – – 4.08E−03 2.78 3.39E−02 2.92

P 2

20 × 20 3.48E−01 – 2.49E+00 – 4.68E−01 – 3.44E+00 – 5.66E−01 – 3.59E+00 –
40 × 40 8.16E−02 2.09 7.13E−01 1.80 2.65E−02 4.14 3.63E−01 3.24 5.38E−02 3.40 6.81E−01 2.40
80 × 80 1.93E−02 2.08 1.81E−01 1.98 1.38E−03 4.26 1.96E−02 4.22 2.83E−03 4.25 4.03E−02 4.08
160× 160 4.79E−03 2.01 4.53E−02 2.00 6.86E−05 4.33 8.74E−04 4.48 1.44E−04 4.30 1.84E−03 4.45

P 3

20 × 20 1.54E−02 – 1.47E−01 – 4.11E−02 – 2.79E−01 – 4.06E−02 – 2.63E−01 –
40 × 40 1.75E−03 3.13 2.29E−02 2.68 1.14E−02 1.85 1.27E−01 1.13 2.45E−02 0.73 2.04E−01 0.37
80 × 80 2.00E−04 3.13 2.51E−03 3.19 2.42E−04 5.56 4.26E−03 4.90 5.30E−04 5.53 8.51E−03 4.58
160× 160 2.47E−05 3.02 3.58E−04 2.81 4.91E−06 5.62 8.59E−05 5.63 1.08E−05 5.62 1.81E−04 5.56

Table 5.2
L2- and L∞-errors for the cross-derivative DG approximation ∂2xyuh together with the filtered solutions for the two-dimensional linear advection equation
(5.1) over Mesh 4.4 (2D).

Mesh ∂2xyuh ∂2xyu
⋆
h (RLKV) (∂Hx∂Hy K̃H ) ⋆ uh (RLKV)

L2 error Order L∞ error Order L2 error Order L∞ error Order L2 error Order L∞ error Order

P 1

20 × 20 6.03E+00 – 2.94E+01 – – – – – 1.53E+00 – 1.27E+01 –
40 × 40 3.20E+00 0.91 1.95E+01 0.59 – – – – 2.72E−01 2.50 2.07E+00 2.62
80 × 80 1.61E+00 0.99 1.09E+01 0.84 – – – – 5.44E−02 2.32 4.01E−01 2.37
160× 160 7.39E−01 1.12 5.18E+00 1.07 – – – – 8.35E−03 2.70 1.37E−01 1.55

P 2

20 × 20 5.60E−01 – 7.00E+00 – 4.73E−01 – 3.48E+00 – 5.68E−01 – 3.59E+00 –
40 × 40 1.68E−01 1.73 2.65E+00 1.40 2.67E−02 4.15 3.67E−01 3.24 5.34E−02 3.41 6.88E−01 2.38
80 × 80 3.85E−02 2.13 5.30E−01 2.32 1.36E−03 4.29 1.94E−02 4.24 2.98E−03 4.16 4.12E−02 4.06
160× 160 7.27E−03 2.41 1.03E−01 2.37 7.90E−05 4.11 1.05E−03 4.21 1.54E−04 4.27 1.89E−03 4.44

P 3

20 × 20 4.02E−02 – 3.66E−01 – 4.12E−02 – 2.79E−01 – 4.05E−02 – 2.64E−01 –
40 × 40 7.60E−03 2.40 1.03E−01 1.83 1.14E−02 1.86 1.29E−01 1.12 2.45E−02 0.72 2.06E−01 0.36
80 × 80 7.71E−04 3.30 1.68E−02 2.61 2.42E−04 5.55 4.21E−03 4.93 5.30E−04 5.53 8.40E−03 4.62
160× 160 5.76E−05 3.74 1.31E−03 3.69 4.91E−06 5.62 8.65E−05 5.60 1.08E−05 5.62 1.82E−04 5.51
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Fig. 5.2. Comparison of the point-wise errors in log scale of the cross-derivative DG approximation ∂2xyuh together with the filtered solutions for the
two-dimensional linear advection equation (5.1) over Mesh 4.4 (2D, N = 160 × 160).

6. Conclusion

In this paper, we have proposed two position-dependent derivative filters (the SRV and RLKV filter), to approximate
the derivatives of the discontinuous Galerkin solutions over uniform and nonuniform meshes. These position-dependent
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derivative filters allow us to obtain more accurate derivatives of the DG solutions compared to calculating the derivatives
of DG solutions directly. The derivative SRV filter uses 4k + 1 central B-splines, and obtains a convergence rate of 2k + 1
over uniform meshes regardless of derivative order. The derivative RLKV filter uses 2k + 1 central B-splines and an extra
general B-spline, where the general B-spline relies on the derivative order α. We have proved that the derivative RLKV filter
has accuracy order of µ(2k + 2) when using a filter scaling H = hµ (µ ≈ 2/3). Additionally, we are able, for the first time,
to extend the symmetric derivative filter to nonuniformmeshes. Through numerical examples, we compared the derivative
SRV and RLKV filter over uniform and nonuniformmeshes. We demonstrated that once the required conditions are satisfied
the derivative SRV filter has a better performance over uniform meshes compared to the derivative RLKV filter. However,
for nonuniform meshes, only the derivative RLKV filter can maintain its performance and improve the accuracy of the DG
approximations. Also, we compared derivative filters with different order of B-splines: order k + 1 and order k + 1 + α.
Numerical results indicate that using B-splines of order k + 1 may improve the accuracy of the filtered solution near the
boundaries. For interior regions where the symmetric derivative filtering is applied, using B-splines of order k + 1 + α
shows better accuracy and smoothness. Lastly, we point out that for given nonuniform meshes there may exist a better
scaling that allows us to get better results. Our future work will concentrate on investigating better methods for filtering
over nonuniform meshes and extending the position-dependent derivative filtering to unstructured triangular meshes.
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