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In this paper the space-time evolution of free and trapped charge densities and the variations of the secondary
electron yield in electron-beam irradiated insulators are investigated with the help of a self-consistent drift-
diffusion-reaction model. It is shown that focused high-current low-energy beams create quasi-stationary
shock-type distributions of trapped charges leading to characteristic charging patterns around the injection
point. Simulations also reproduce and clarify the origins of such phenomena as the drop/increase of the
secondary electron yield to unity and the electrostatic mirroring effect. Analysis shows that the quality and
proximity of the ground contact, the recombination velocity of the sample surface, and the transient nature
of the yield may help to explain the apparent differences in the shapes of yield curves observed in various
experiments.

PACS numbers: 77.84.Bw, 79.20.Ap, 79.20.Hx, 72.20.Jv, 02.60.Cb, 02.70.Dh
Keywords: Drift-diffusion-reaction; Electron-beam irradiated insulators; Surface potential; Secondary electron
emission

I. INTRODUCTION

Charge transport and trapping in insulators have
long been studied due to their importance in such ar-
eas as memory-based technologies, electron multipliers,
ceramic surfaces, industrial cables, and the safety of
spacecraft1–4. The focus of many of these studies is on
the charging of insulators irradiated by electrons. Also,
while a scanning electron microscope is a very power-
ful tool, its application to the investigation of insulators
is limited due to difficulties in the interpretation of im-
age brightness and various image distortions typically at-
tributed to sample charging.

Probably, the earliest systematic studies of electron-
irradiation effects in solids and charge trapping and
transport in insulators, as parts of research on electrets,
were carried out by Bernhard Gross who has had a great
impact on this research field. In his seminal works on
irradiation phenomena5,6 Gross investigated the electron
trapping and charge buildup in high-resistivity solid insu-
lators bombarded with energetic electrons. Further stud-
ies by Gross and coworkers produced new experimental
techniques and mathematical models7–10.

These and more recent11,12 studies have been carried
out with two purposes. The first is to eliminate the
charging effect, which, of course, can also be achieved
by simply coating the sample with a conductive surface
layer. The second goal is the theoretical understand-
ing of the underlying mechanisms responsible for the
charging. In spite of the considerable amount of the-
oretical work carried out, no single approach has yet
been able to provide a complete and coherent account
of all observed phenomena13,15–17,49. This could be due
to the prevailing emphasis on static (stationary) models
and the secondary yield rather than the internal charge
dynamics18–20. The existing dynamic (continuum) mod-
els are either one-dimensional13,49 or do not include some
of the relevant physical processes (e.g. dynamic recom-

bination, trapping, etc.)16,17. This is why the Monte-
Carlo (MC) simulations21 are still considered to be the
golden standard, even though these MC models become
computationally very expensive and unreliable when the
long-rage electrostatic interaction and the long-time dy-
namic behavior are considered. These were some of the
original reasons behind the development of the present
self-consistent drift-diffusion-reaction (DDR) model22.

Previously22 we have shown that the DDR model can
handle single PE impacts as well as continuous current ir-
radiation and that it reproduces the SE yield at a chosen
primary electron (PE) energy in accordance with experi-
mental data. The only tuning parameter (in the absence
of relevant data) is the sample-vacuum surface recombi-
nation velocity (SRV). Considering a single-impact irra-
diation may well be a stretch of the applicability limits
for continuum models (due to a small number of SE’s pro-
duced in a single impact). Yet, the results obtained for
many consecutive impacts were in good agreement with
the continuous current source and provided an intuitively
compelling picture.

Further validation of the DDR method against experi-
mental data for a range of PE energies is complicated by
the fact that the published yield-energy curves even for
the most typical insulators such as silica and alumina of-
ten do not agree with each other, and the corresponding
experimental setups are not documented in sufficient de-
tail. Moreover, SEM practitioners report different yields
obtained with the same sample under different irradia-
tion conditions (zoom factor, beam current, etc.). One
of the goals of the present paper is to understand the
reasons behind these discrepancies and outline the ma-
jor factors that might be influencing the SE yield. To
do so we have performed simulations on a much larger
temporal scale than in22 and for a much broader range
of parameters. In particular, this allowed us to notice the
emergence of quasi-stationary shocks in the distribution
of trapped charges at higher beam currents, which, for
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obvious reasons, could not be seen with the previous 1D
continuum models and MC simulations.

Apart from the trapped-charge shocks, among the
main results we can mention the identification of the
quality and proximity of the ground contact as one of
the most important factors, the detailed analysis of the
various stages in the time evolution of the yield, and the
explicit demonstration that the trapping process, which
slows down DDR simulations, may be neglected when
considering the steady-state yield.

After a brief recap of the DDR method in Section II,
Section III presents our analysis of the trapped charge
dynamics. Section IV focuses on the comparison with the
experimental yield-energy data, reproduction of known
charging phenomena (unity yield, mirroring effect, etc.),
and investigation of the possible reasons behind the yield
variations.

II. DDR MODEL AND ITS IMPLEMENTATION

In this section we recall the main features of the DDR
model and describe several improvements that have been
implemented since its introduction in22. The continuum
approximation of the equilibrium transport of charged
particles in insulators consists of both partial (PDE) and
ordinary (ODE) differential equations augmented with
a semi-empirical source function accounting for the ini-
tial ballistic transport stage. The PDE’s are the Poisson
equation for the potential and the transport equations
for the free charge density:

−∇ · (ε∇V ) =
q

ε0
(p+ pt − n− nt), (1)

∂n

∂t
+∇ · Jn = U +

j0
q
gn −

∂nt
∂t

, (2)

∂p

∂t
+∇ · Jp = U +

j0
q
gp −

∂pt
∂t

, (3)

with the constitutive relations for the current densities
given by

Jn = −Dn∇n+ µnn∇V, (4)

Jp = −Dp∇p− µpp∇V, (5)

where q is the elementary charge, V (x, t) is the electro-
static potential, n(x, t) is the density of free electrons,
nt(x, t) is the density of trapped electrons, p(x, t) is the
density of free holes, pt(x, t) is the density of trapped
holes, the constant ε0 is the dielectric constant of vac-
uum, the function ε(x) is the (static) relative permittiv-
ity of the sample, µn and µp are the electron and hole
mobilities, j0 is the primary beam current, Dn andDp are
the diffusion coefficients, gn and gp are the distributions

of charge pairs per primary incident electron based on
a semi-empirical formula23 and described in detail in22,
and U is the charge recombination rate given below (8).

The two nonlinear ODE’s are the following trap rate
equations:

∂nt
∂t

=

{
σnυth(Nn − nt)(n− ni)− γnnt, if n ≥ ni,
−γnnt, otherwise,

(6)

∂pt
∂t

=

{
σpυth(Np − pt)(p− ni)− γppt, if p ≥ ni,
−γppt, otherwise,

(7)

where σn and σp are the electron and hole trapping cross
sections, γn and γp are the detrapping time constants,
Nn and Np are the densities of trapping sites, υth is the
thermal velocity, and ni is the intrinsic carrier density.
These equations have been modified here to prevent non-
physical detrapping when nt < Nn and n < ni and/or
pt < Np and p < ni.

We continue using the well-known Shockley-Read-Hall
(SRH) model24 for the recombination rate:

U(n, p) =
n2i − np

τn(n+ ni) + τp(p+ ni)
, (8)

where τn and τp are the life time parameters for the elec-
trons and holes, respectively.

The initial conditions on n and p at t = 0 are set as the
corresponding intrinsic carrier densities of the materials
under consideration. The source functions in (2)–(3) are
switched on at t = 0 and contain the distribution function
of the charge pairs at the end of the initial ballistic stage:

gn,p(x, Elan) =

(
A
Elan

Ei
+B

)
1

πR3
exp

(
−7.5

R2
|x− x0|2

)
(9)

where Elan = E0 + Vs is the effective landing energy
of electrons, E0 is the energy of PE’s in the electron
beam, and Vs is the surface potential, Ei is the pair cre-
ation energy, and A is the constant corresponding to the
backscattering rate. In the hole distribution function gp
the constant B is zero, however, it is different from zero
in the electron distribution function gn accounting for
the remaining PE’s. The maximum penetration depth of
the primary electrons R is given by the following semi-
empirical formula25:

R(ρ,Elan) = 93.4
E1.45

lan

ρ0.91
[nm], (10)

where x0 is the center of the Gaussian distribution with
the distance of 0.3R from the sample-vacuum interface.

In the first set of numerical experiments we consider
an inhomogeneous sample consisting of an insulator on
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top of a semiconductor substrate. Specifically, we look
at an alumina (or silica) half-sphere (or short vertical
cylinder) on top of a silicon layer, since this has been a
typical target in many papers26,27. Figure 1 shows the
vertical cross-section of the target, where the cylinder
is indicated by a dashed contour. In the second set of
numerical experiments we consider a more basic setup,
the vertical cross-section of which is shown in Fig. 10.

In this paper we devote significant attention to the
influence of boundary conditions on charge transport.
Three types of boundary conditions are of relevance to
the present problem: Dirichlet, Neumann, and Robin.
The unknown quantities of interest – V , n, p – may obey
different boundary conditions in different situations.

For example, the Dirichlet boundary condition on the
free charge densities n and p at the side of the computa-
tional domain means that the sample has an ohmic con-
tact there, i.e., any excess or lack of free charge will be
quickly extinguished or replenished by charges that are
assumed to be in infinite supply at the ohmic contact.
The Dirichlet boundary condition for the electric poten-
tial means that the value of the potential is maintained at
the boundary, e.g., positive potential at the detector or
zero potential at the ‘ground’ electrode. The Neumann
boundary condition means that the normal derivative of
the corresponding quantity is fixed at the boundary. If
the Neumann condition on n or p is homogeneous (deriva-
tive is zero), then there will be no diffusion-driven flux of
n or p through that boundary. If the Neumann condition
on V is homogeneous, then there will be no drift-driven
flux of n and p through that boundary.

For the vacuum-sample interface we use the follow-
ing slightly modified version of the Robin-type boundary
condition proposed in22:

Jn · ν =

{
vn(n− nIi ) on n ≥ nIi ,
0 otherwise,

on Σ× [0, tend],

(11)

Jp · ν = 0 on Σ× [0, tend]. (12)

It acts as a semi-insulating contact for the electrons and
an insulating contact for the holes. The parameter vn
is the surface recombination velocity (SRV) of electrons
at vacuum-sample interface, nIi is the intrinsic carrier
density of the insulator and ν denotes the unit outward
normal vector on the boundary Σ.

The first step toward obtaining a numerical solution of
an equation or a system of equations is to investigate the
existence and uniqueness of the solution. With regards to
the present model, the consistency analysis relies on pre-
viously published results. A detailed investigation con-
cerning the existence and uniqueness of stationary drift-
diffusion equations can be found in24. In a study con-
ducted by Jerome28 a mathematical analysis of a system
solution map for the weak form of the DDR model, which
forms a basis for the numerical solution of the model, has
been provided. Also, in a follow-up study by Busenberg
et al.29 the wellposedness of a DDR model similar to the
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FIG. 1. Vertical cross-section of the domain. The object is an
insulating half-sphere (or a cylinder – shown as dashed line)
on top of a semi-conducting layer, irradiated from above by a
focused electron beam.

present one (with different source/sink terms) has been
demonstrated.

The multiscale nature of the problem calls for the same
strategy as was used in22 regarding the scaling of vari-
ables. We apply the finite element method (FEM) for
the numerical solution of the model equations and im-
plement it as a solver within the COMSOL Multiphysics
package. To balance the accuracy and the computational
costs a careful strategy is needed. Our investigations
show that the best (i.e., most reliable) results are ob-
tained when we use adaptive (or local) mesh refinement,
second-order Lagrange shape functions, the fully coupled
approach with the Newton-Raphson solver, and an adap-
tive time-stepping algorithm. The use of the adaptive
grid refinement, although costly, alleviates the need for
more sophisticated approaches, such as the traditional
exponential fitting applied in semiconductor studies30,31.

Although it is possible to perform actual 3D simula-
tions with the present model, it would require a rela-
tively large amount of memory and time. As we have
found out 3D computations become much faster if the
trapping rate equations (6)–(7) are omitted. Hence, one
of the purposes of the present paper is to acquire a good
qualitative understanding of their effect on the solution
with the goal to find a simpler model that would be more
feasible in 3D. In the present case, however, the geometry,
boundary conditions, and the source are all axially sym-
metric, so that the original 3D problem can be reduced
to a 2D problem in the (r, z)-plane of the cylindrical co-
ordinate system.
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III. EVOLUTION OF TRAPPED-CHARGE DENSITIES

In this section we describe an unusual phenomenon
that, in particular, causes a significant slow-down of DDR
simulations and requires adaptive (or local) grid refine-
ment in the presence of the trapping rate equations (4)–
(5). Namely, the emergence of quasi-stationary shock-like
distributions in the density of trapped electrons for a cer-
tain range of PE energies and beam currents. Physically,
these shocks may result in a ring of positive charge sur-
rounding the injection point and remaining on the surface
of insulators for a very long time after the electron beam
has been switched off.

In principle, a propagating electron shock wave is ex-
pected to occur under certain conditions in collision-
dominated processes, such as the electron production,
drift, and diffusion. However, so far this phenomenon
has been observed mostly in plasmas and also semicon-
ductors described by hydrodynamic models (e.g. Boltz-
mann equation)32–35, and to our best knowledge there
has been no discussion/observation of shocks in the con-
text of solid insulators. Moreover, shocks reported here
are stationary rather than moving, and concern trapped
rather than free charges.

Since at the moment we are far from having a full ex-
planation of this phenomenon, in what follows we shall
simply present our simulations, outline the conditions un-
der which the shock occurs, and suggest a way to confirm
its existence experimentally. Another goal of this work
is to establish the conditions under which the shock does
not occur, so that the DDR simulations can be simplified
and performed on a larger scale.

A. Influence of beam current and energy

We begin by assessing the role of the beam current
(i.e. charge concentration in the impact zone) in the
creation of lateral shocks. Consider a sample consisting
of Al2O3 half-sphere with the radius of 100 nm on top of
a grounded silicon substrate (see Fig. 1).

Figure 2 shows the time evolution of electron and hole
trapped-charge densities inside the Al2O3 half-sphere ir-
radiated by a a 200 pA beam of 1 keV electrons. The
densities represent slowly moving wave fronts, eventu-
ally reaching the silicon substrate, so that after about
100 µs both densities are completely uniform within the
half-sphere. This means that all trapping sites have been
occupied and the effect of trapped charges on the evolu-
tion of free charges reduces to additional relatively weak
and spatially uniform source terms, whose rate is gov-
erned by the corresponding detrapping rates. The ef-
fective mobility increases, since particles are no longer
being lost to trapping. It is also interesting to note that
with equal trapping sites densities Nn = Np the result-
ing distributions of trapped electrons and trapped holes
completely neutralize each other. In fact, we have ob-
served that even with Nn 6= Np the excess of trapped

charges is mostly neutralized (apart from the interfaces,
perhaps) by attracting the opposite free charges, if the
latter are supplied in sufficient numbers by the source or
via an ohmic contact.

Computationally, much of the mesh refinement work is
caused by these slowly moving, but very sharp trapped-
charge wave fronts. Therefore, when all trapping sites
are occupied one can study the late-time dynamics of
free charges without the two trapping rate equations (6)–
(7) by introducing two additional source terms in (2)–
(3), thus, making the problem computationally much less
expensive and 3D-feasible.

The moving trapped-charge wave fronts in Fig. 2 have
two interesting features. First, the concentration of par-
ticles behind the fronts is almost uniformly equal to the
trapping sites densities, i.e., nt ≈ Nn and pt ≈ Np,
whereas, in front of the wave the trapped-charge den-
sities are almost uniformly close to zero. Hence, one-
dimensionally these waves look almost like step func-
tions. Second, the trapped-holes wave has a thin and fast
precursor that runs along the surface of the half-sphere
towards the silicon substrate. Whereas, the trapped-
electrons wave, on the contrary, bends backwards along
the interface. We believe that this is caused by the ex-
cess of free holes and the lack of free electrons that are
available for trapping near the sample/vacuum interface,
since free electrons can leave the sample, while free holes
can not. The effect could also be reinforced by the re-
duced recombination rate within the shock zone.

Although beam currents of a typical SEM are in the
order of hundreds of pA at most, higher beam currents
are also being used36,37. For instance, the beam current
of 200 nA has been reported in a multi-beam SEM38.
With higher currents the aforementioned lack of trapped
electrons at the interface takes the form of a shock (lat-
eral with respect to the beam direction) as can be seen in
Fig. 3, where the beam currents of 20 and 200 nA have
been simulated. This shock appears to stabilize as soon
as the slow trapped-particles density wave reaches the
grounded silicon substrate. As mentioned above, all trap-
ping sites are occupied behind the trapped-particles wave
fronts. Hence, when these fronts reach the substrate an
efficient transport channel for free electrons and holes is
created connecting the impact zone, the sample/vacuum
interface, the silicon substrate, and the ohmic ground
contact.

Figure 4 presents the relative density of trapped elec-
trons nt/Nn along the spherical sample/vacuum interface
(starting from the top). The plots show the snapshots
from the time evolution of nt/Nn at 1, 10, and 100 µs for
different beam currents, corresponding to the images of
Figures 2, 3. These plots demonstrate the eventual dis-
appearance of the shock at lower beam currents and its
relatively stable shape at higher beam currents. Also, the
leftmost boundary of the shock, i.e., the distance from the
injection point to the shock zone becomes smaller with
increasing beam current.

As far as other quantities of interest are concerned, in
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(a) 0.2 nA (b) 2 nA

FIG. 2. Densities of trapped electrons (top row) and trapped holes (bottom row) in Al2O3 half-sphere at 1, 10, and 100 µs
since the start of irradiation by focused 200 pA (a) and 2 nA (b) beams of 1 keV PE’s. At this current/energy levels the shock
is either absent or temporary.

(a) 20 nA (b) 200 nA

FIG. 3. Densities of trapped electrons (top row) and trapped holes (bottom row) in Al2O3 half-sphere at 1, 10, and 100 µs
since the start of irradiation by focused 20 nA (a) and 200 nA (b) beams of 1 keV PE’s. At this current/energy levels a stable
shock emerges causing a layer free of trapped electrons along the upper surface.

the steady state the maximum densities of free electrons
(always in the middle of the impact zone) reach the values
of 1.31×1019, 1.36×1020, 1.33×1021 and 1.3×1022 cm−3

with the beam currents of 0.2, 2, 20, and 200 nA, respec-
tively. For the free holes, the corresponding maximum
densities are 2.57 × 1019, 2.41 × 1020, 2.52 × 1021 and
2.08 × 1022 cm−3, and are always found at the sample
surface close the injection point. The electrostatic po-
tential is weakly negative in the very early stages [up
to 1 µs], after which it becomes predominantly positive
throughout the sample, with the highest values of 1, 4,
17 and 28 V in the steady state for the aforementioned
beam currents.

These results demonstrate a direct correlation between

the magnitude of the beam current and the shock phe-
nomenon and it can be concluded that the local charge
concentration in the impact zone is a major factor, if not
the only one, causing the shock.

To assess whether it is simply the mass production
of secondary charge pairs that creates the lateral shock,
simulations were carried out with the same high beam
current of 200 nA and a higher PE energy of 5 keV. In
this case, even more SE’s are produced on each PE im-
pact, and the total amount of generated charge increases.
At the same time the pair production zone of 5 keV PE’s
is significantly larger than that of 1 keV PE’s, which re-
duces the local concentration of free charge in the impact
zone. Simulation does not show any shock in this case,



6

FIG. 4. Relative density of trapped electrons, nt/Nn, at the
surface of Al2O3 half-sphere (arc length is measured from top
down) at 1, 10, and 100 µs after the start of irradiation with
different beam currents. The energy of PE’s is 1 keV and the
SRV is 200 cm/s.

and all trapping sites of the insulating part are fully oc-
cupied by the trapped charges already in the early stages
of irradiation. Thus, we can infer that the local charge
concentration, i.e., the spatial gradient of charge density,
rather than the total amount of charge is the major factor
of influence in producing lateral shocks. Side note: both
the free holes and the free electrons appear to reach the
same maximal concentration of 1.49× 1020 cm−3 with a
200 nA beam of 5 keV PE’s.

B. Influence of material and shape

To confirm that lateral shocks are not limited to alu-
mina we have considered a SiO2 half-sphere of the same
size irradiated by a 200 nA current of 1 keV PE’s. Sil-
ica has material properties similar to those of alumina
except for the density, dielectric constant, and the SRV,
which for silica are all smaller then the corresponding
parameters of alumina. Figure 5 shows the snapshots of
the relative density of trapped electrons at the surface of
SiO2 half-sphere. The shock emerges here too, however,
at higher beam currents, and its boundary is further from
the injection point.

This indicates that the SRV may be an important pa-

FIG. 5. Relative density of trapped electrons, nt/Nn, at the
surface of SiO2 half-sphere (arc length is measured from top
down) at 1, 10, and 100 µs after the start of irradiation with
different beam currents. The energy of PE’s is 1 keV and the
SRV is 100 cm/s.

rameter, since it is twice smaller in the case of SiO2. SRV
is definitely an important parameter when it comes to the
SE yield. The yield of Al2O3 is known to vary greatly
depending on the surface processing technique39–41. Our
simulations indicate that the SRV of Al2O3 that pro-
vides the corresponding yields may vary between 100 and
1000 cm/s. Figure 6 shows that a moderate shock can
emerge even with beam currents as small as 2 nA in ma-
terials with higher SRV’s. Finally, Figure 7, where we
consider an alumina cylinder, instead of a half-sphere, il-
lustrates that the shock may exist in samples of various
shapes.

C. Possible detection strategy

According to the above simulations the shock in the
trapped-electron density will be observed in insulators
with sufficiently high SRV’s irradiated by a high-current
well-focused beam of relatively low-energy electrons. The
internal distribution of trapped-charge densities is hardly
accessible in an experiment. Nevertheless, it should be
possible to verify the existence of shocks by observing
the surface of a sample. Since the shock zone is virtually
free of electrons, the trapped holes will not be neutralized
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FIG. 6. Relative density of trapped electrons, nt/Nn, at the
surface of Al2O3 half-spheres characterized by different SRV’s
at 1, 10, and 100 µs after the start of irradiation with the
beam current of 2 nA of 1 keV PE’s.

FIG. 7. Densities of trapped electrons in Al2O3 cylinder at
1, 10, and 100 µs since the start of irradiation by a focused
20 nA beam of 1 keV PE’s.

providing a significant positive charge in that particular
subsurface area. It is known that the rate of detrapping
may be very low, meaning that any trapped charges will
remain trapped for a very long time. Thus, the trapped
holes inside the shock zone will be contributing to the
total residual charge of the sample long after the electron
beam has been switched off.

Figure 8 (a)–(c) shows the residual total charge on the
alumina half-sphere 1, 2, and 10 µs after the beam, which
was irradiating the sample for 10 µs, has been switched
off. While the initial excess of free holes in the neigh-
borhood of the injection point is removed by transport

(a) 20 nA; toff + 1 µs (b) 20 nA; toff + 2 µs

(c) 20 nA; toff + 10 µs (d) 0.2 nA; toff + 10 µs

FIG. 8. Total charge density, [C/cm3], in the alumina half-
sphere after the beam has been switched off. (a)-(c): 20 nA
beam current – shock is visible in both the shape and the
strength of the residual surface charge; (d): 0.2 nA beam cur-
rent – no shock, weaker residual surface charge. PE’s energy
is 1 keV, and the beam has been switched on for 10 µs.

and recombination within the first two microseconds, the
surface above the shock zone remains positively charged
for a much longer time, which may provide an oppor-
tunity for the detection/visualization of the shock. For
comparison, Fig. 8 (d) shows the residual total charge in
the same half-sphere after it was irradiated by a lower-
current beam, which did not lead to the shock. The
residual surface charge is approximately two times lower
and has a very different distribution in the latter case.

IV. CHARGING AND YIELD VARIATIONS

The DDR method delivers good fits to experimental
SE yield curves by tuning a single parameter – the SRV
of the sample-vacuum interface. For instance, Fig. 9
shows comparison with both the experimental data36 (re-
ported also in the database of Joy42) and the Monte Carlo
simulations43 for an alumina sample. The tuned SRV
value for the vacuum-alumina interface obtained by fit-
ting the SE yield at 750 keV turns out to be 600 and
950 cm/s for unpolished and polished surfaces, respec-
tively. This indicates that the SRV may be a highly
varying parameter depending on both the material and
the surface properties. Therefore, in subsequent numer-
ical experiments we shall be employing a range of SRV
values for alumina and silica samples, where the SRV of
alumina is generally larger than the SRV of silica.

Reproduction of experimental results from dielectric
samples remains a significant challenge, since the SE
yield appears to be both not well-defined and unstable.
For example, the yield-energy curves for sapphire pub-
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FIG. 9. SE yield for alumina as a function of PE energy. Com-
parison between the experimental data36, the present DDR
method, and the Monte Carlo technique43.

lished in36,44, and45 reveal a clear discrepancy not only
in the maxima but also in the overall shape of the curves.
Also, the SEM images of insulators can either become
overly dark or, on the contrary, ‘overexposed’, i.e., bright.
Sometimes, the bright portion turns into a mirror that
reflects an image of the SEM chamber interior (mirroring
effect).

The problem stems from the lack of uniformity in the
sample preparation (e.g. surface quality that affects the
SRV), measurement protocols, and even the definition of
the SE yield. One approach, for instance, employed in
the classical study36 (see Fig. 9), involves switching the
primary 10 nA beam for a short period of time (∼ 1 µs)
and recording the received SE current pulse with an os-
cilloscope. Subsequently, these currents are integrated
over time and the SE yield is computed as the ratio of
the total injected primary charge to the total emitted
secondary charge.

In the more recent SEM-based experiments37,46 the
measured quantity is the instantaneous current at the
SE detector rather than the total emitted charge. The
dynamic scanning of the sample with a focused PE beam
means that the beam dwells only for a short period of
time around a given injection point and the transient na-
ture of the SE yield discussed below becomes more pro-
nounced. Thus, a SEM-based yield measurement may
give different results at different resolutions, since the
scanning rate is typically kept constant (fixed number
of frames per second), whereas the dwell time will vary
depending on the zoom factor.

This section presents a systematic computational anal-
ysis of these SE yield variations, typically attributed
to sample charging. For simplicity, a cylindrical sam-
ple (irradiated at its center) with cross-section shown in
Fig. 10 will be considered in all simulations. As be-
fore, the boundary Σ2 is the semi-permeable sample-
vacuum interface characterized by its free-electron SRV.

?

Primary beam

Ω1

Vacuum

Ω2

Insulator

Σ1

Σ2

Σ3

Λ

Γ

FIG. 10. Cross-section of the cylindrical dielectric sample
considered in Section IV.

The lower boundary Σ3 is non-penetrable to charge,
which is achieved by fixing the gradients of the poten-
tial and free charge densities to be zeros at Σ3. Depend-
ing on the simulation the side boundary Γ is either an
ohmic contact, or a Schottky contact characterized by
free-electron and free-hole SRV values, or an insulating
boundary similar to Σ3. The upper boundary Σ1 is situ-
ated in vacuum and features a fixed potential V = 0 in all
simulations, which is essential for the numerical stability
of our solver.

To demonstrate that the actual SE yield is a time-
dependent quantity with vastly different values in the
beginning of the irradiation process and in the steady-
state regime, in our subsequent numerical experiments
we shall be focusing on the instantaneous yield defined
as the ratio of PE and SE currents.

A. Early-time yield spike

Transient processes preceding the establishment of the
steady-state regime may last anywhere from several mi-
croseconds to milliseconds and even seconds, depending
on the sample size and bulk parameters. A truly steady-
state regime is only achieved when there are no more
changes in the local trapping rates. As shown in the
previous section, if the current is not too high, then the
trapped charge distribution tends to uniformly saturated
trapping sites throughout the whole sample. The satura-
tion process, however, is slow, which must be one of the
reasons for the prolonged duration of the transient stage.

For the relatively small (less than 1 µm in diameter)
grounded alumina and silica samples one can distinguish
three main stages in the time evolution of the yield: a
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FIG. 11. Time evolution of the yield in grounded and isolated
alumina and silica samples. The samples with the height and
radius of 0.5 µm are irradiated by a 200 pA current of 5 keV
PE’s. The grounded Σ1 contact (where V = 0) is 1 mm
above the vacuum-sample interface Σ2 (see Fig. 10). The
electrostatic mirroring effect (dashed-and-dotted curve in the
bottom plot) occurs in silica when the distance between Σ1

and Σ2 is 1.5 mm.

rapid growth of the yield around 0 ≤ t ≤ 10 µs, ei-
ther temporary (grounded samples) or permanent (iso-
lated samples) drop in the yield around 10 ≤ t ≤ 100 µs,
an increase in the yield in grounded samples and the es-
tablishment of the steady state 100 µs ≤ t ≤ 100 ms.

As can be seen in Fig’s 11, 12, and 13, at the beginning
of the irradiation process the yield is always very small
and it takes from 10 to 100 ns for it to start growing.
Then, in all considered cases, apart from those where the
mirroring effect has occurred, the yield rapidly climbs
above unity. This increase in yield is temporary, last-
ing for a few microseconds, after which the yield drops
either down to unity in isolated samples or to a certain
quasi-stationary value above or below unity in grounded
samples. The differences between the grounded and iso-
lated samples will be studied and elaborated upon in the
following sub-section. Here we focus on the common fea-
tures of the early-time yield spike.

FIG. 12. Time evolution of the yield from an isolated alumina
sample versus PE energy for a 200 pA beam current. The
distance between Σ1 and Σ2 is 1 mm.

FIG. 13. Time evolution of the yield from an isolated silica
sample for 5 eV PE energy versus the beam current. The
distance between Σ1 and Σ2 is 0.1 mm.

From Fig’s. 12 and 13, where isolated alumina ans sil-
ica samples are considered, we observe that the low-yield
period is shorter for lower energies and higher currents
and longer for higher energies and lower currents. Since
the current through the sample-vacuum interface is com-
pletely determined by the concentration of free electrons
at the interface, the yield is low whenever the concen-
tration of free secondary electrons at the surface is low.
Dependencies of Fig’s. 12 and 13 agree with the general
properties of SE clouds generated upon the impact of
PE’s at different energies. The low-energy electrons cre-
ate SE clouds closer to the interface, so the concentration
of free electrons at the surface grows faster at lower en-
ergies and higher currents.

The reasons behind the yield climbing above unity are
harder to ascertain. This transient spike in the yield oc-
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curs in both grounded and isolated samples. We observe
that in grounded samples the spike happens later than in
isolated samples, see Fig. 11. Further, the spike in iso-
lated samples is smaller at higher energies and slightly
smaller at higher currents. Also, in many cases the spike
in grounded samples is much smaller than in isolated
ones, under the same irradiation conditions (see Fig. 11,
bottom).

One can be sure that, at least in the isolated case, the
spike cannot be caused by the additional inflow of elec-
trons from the ground contact. Hence, we may hypoth-
esize that it is caused by the temporary accumulation
of injected primary and generated secondary electrons.
This accumulation in its turn may be caused by the gen-
erally weak transport of particles in insulators away from
the impact zone. Primary electrons have also something
to do with it. To ascertain their role we have performed
additional numerical experiments, where the contribu-
tion of the primary electron was removed from the source
distribution function (9) by setting B = 0. In that case
the yield, although initially grows, does not increase be-
yond unity and (in isolated samples) drops to zero after
a few microseconds.

At higher beam currents the accumulation of free elec-
trons at the sample-vacuum interface may be somewhat
less significant, since both the drift and diffusion cur-
rents grow stronger in proportion to the concentration
of charge in the impact zone. Hence, the rate at which
the excess electrons are transported away from the im-
pact zone and the sample-vacuum interface may become
higher than the rate at which they are accumulated.
Transient changes in the generation-recombination and
trapping rates may also play roles that, however, will
require many more dedicated numerical experiments to
understand.

The significant drop in the yield after the spike is prob-
ably due to the following reasons. The holes cannot pen-
etrate the sample-vacuum interface, only free electrons
can. Hence, there will be a (temporary) excess of holes
below the sample surface. This will increase the local
recombination rate for the free electrons and reduce the
current through the interface. In other words, electrons
have less chance to reach the interface because they are
captured by the large amount of holes just below the
surface.

The importance of the transient yield spike stems from
the fact that it is observed in both grounded and isolated
samples. Its duration (in the order of microseconds) cor-
responds to the irradiation and measurement times in
the classical experiment36 and may be close to the dwell
times in SEM-based yield measurements, where the rela-
tively short duration of the spike may be responsible for
the variations in image brightness.

FIG. 14. The steady-state yield of Al2O3 as a function of
the size of ohmic contact and SRV at the sample/conductor
interface (Γ in Fig. 10). The PE energy, the beam current and
the SRV at the vacuum-sample interface are 1 keV, 200 pA
and 350 cm/s, respectively.

B. Quality of the ground contact

Whereas the early-time yield spike is caused by the
temporary excess of PE’s and SE’s, a prolonged (quasi-
stationary or steady-state) increase of the yield requires
an additional sustained source of electrons. Hence, the
type and the quality of the contact between the dielectric
sample and the electrical ground should be a major factor
influencing the yield after its initial spike.

To test this hypothesis we have considered samples
with an ohmic side contact of a varying width, as mea-
sured from the top down along the Γ interface in Fig. 10,
expecting that a smaller contact would restrict the flow
of electrons/holes. In addition we have simulated a
Schottky-type side contact at Γ with a varying SRV, ex-
pecting that a smaller SRV would restrict the flow of
electrons/holes as well. As can be seen in Fig. 14 both
of these changes do indeed cause a consistent drop in the
steady-state yield.

As a limiting case we model a complete isolation of
a sample as the zero Neumann boundary conditions for
both the potential and the charge densities at Σ3 and
Γ, which prevents drift and diffusion currents through
these interfaces. Apart from the extreme ‘mirroring’
situations described in the next sub-section, in the iso-
lated case the yield drops exactly to unity and stays that
way independently of the PE energy (see Fig. 12). Fig-
ure 13 shows that the convergence of the yield to unity
is also independent of the beam current (for moderate
currents). This agrees with the general charge conser-
vation law, provided that the generation, recombination,
and trapping/de-trapping rates are all balanced out from
the equation. If the sample is isolated, then in the steady
state one extra primary electron is injected (per unit of
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time) and at the same time exactly one SE is expelled
through the only available penetrable interface.

C. Surface potential and the mirroring effect

It is often claimed that the surface electric potential is
the main cause of yield distortions in insulators. For ex-
ample, the drop of yield to unity is believed to be caused
by either the positive (at low PE energies) or negative
(at higher PE energies) charging of the sample, which in-
creases/reduces the landing energy of primary electrons
until it reaches one of the two points where the ‘nor-
mal’ (uncharged) yield curve crosses the unity line48,49.
Although, in principle, this is possible, since the steady-
state charge conservation in isolated samples does not
mean that the internal charge distribution is uniform or
even neutral and a significant amount of charge can ac-
cumulate and be maintained in the sample in the steady
state, yet, so far, we were not able to confirm the simple
charging models proposed in48,49.

In our numerical experiments grounded samples have
never shown any significant surface potential. However,
the value of potential on the surface of isolated samples
can easily reach several kilovolts. Figure 15 presents the
time evolution of the potential at the injection point in
isolated alumina and silica samples for a 200 pA beam of
5 keV PE’s. In alumina the potential initially drops be-
low zero reaching −1.6 keV right around the time when
the yield attains its maximum (see Fig. 11), but then it
starts to increase and becomes positive reaching approxi-
mately 2.5 keV. These positive potentials at the alumina
surface are in agreement with previously reported exper-
imental observations47. In silica the potential drops sig-
nificantly below zero, but then returns to almost zero,
thus, having no influence on the PE landing energy in
the interstage.

Apparently, the most important parameter controlling
the magnitude of the potential is not the total charge
density, as one would naively assume, but the distance to
the closest Dirichlet boundary (where the electric poten-
tial is maintained at some fixed value, e.g., zero). In our
simulations this is either the Σ1 boundary or the ohmic
contact Γ, if the sample is grounded. The different curves
in Fig. 15 correspond to different distances between Σ1

and the sample-vacuum interface Σ2. We stress that in
all these cases the yield has converged to unity after the
initial spike, since the sample is isolated.

As one can see, the magnitude of deviations in the
potential V grows with the distance to the ground con-
tact. In fact, in silica when the distance increases beyond
1.5 mm the potential at the injection point can drop to
−5 keV making the landing energy of the 5 keV PE’s
exactly zero. In this case the primary electrons will start
bouncing off the sample surface. We believe that this re-
produces the so-called mirroring effect, often observed in
SEM studies of insulators. The corresponding time evo-
lution of the yield is shown as dashed-and-dotted curve

FIG. 15. Time evolution of the electric potential at the injec-
tion point versus the distance to the nearest grounded contact
(i.e. distance between Σ1 and Σ2, see Fig. 10). Same isolated
samples and irradiation conditions as in Fig. 11.

in Fig. 11.

Figure 16 explicitly shows that the total charge in both
grounded and isolated alumina samples at 1 µs is of
the same order and has similar distributions. Notably,
although the potential at the injection point is nega-
tive, there is a significant amount of positive charge in-
side the sample, with the negative charge concentrated
mostly at the surface. The bottom plots of Fig. 16
show that the presence of a close Dirichlet boundary
(i.e. the ohmic contact Γ of the grounded sample) signif-
icantly reduces the magnitude of the resulting potential
along the sample-vacuum interface Σ2, including the in-
jection point. In other words, the same amount of charge
will produce vastly different potentials depending on the
proximity of an ohmic contact. Physically, this could be
viewed as the screening of the charges in the sample by
the charges inside the (metallic) ground electrode.

The magnitude of transient potential deviations at the
injection point depends on the PE energy as well – the
larger the energy the larger the deviations, see Fig. 17.
However, the mirroring effect in silica is only observed for
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FIG. 16. Total charge density [C/cm3] (top) and the surface
potential (bottom) in grounded and isolated alumina samples
at 1 µs since the start of irradiation with a 200 pA beam of
5 keV PE’s. The distance between Σ1 and Σ2 is 1 mm in both
cases.

PE’s with energies below 2 keV, as for higher PE energies
the potential deviations are not strong enough (for the
ground contact at 1 mm).

The mirroring effect is stable in the sense that once the
landing energy of PE’s becomes zero, the corresponding
critical potential is maintained in the sample for a very
long time. This indicates (and was confirmed by the
inspection of charge density plots) that the critical po-
tential is caused by the trapped rather than free charges.

Interestingly, the mirroring effect was not observed in
the considered isolated alumina sample no matter how
large the distance to the grounded contact or how small
the PE energy. It turns out that in addition to the ground
proximity and PE’s energy the other parameter control-
ling the possibility of the mirroring effect is the dielectric
permittivity ε of the material, which is higher in alumina.
A larger ε reduces the electric field inside the sample.

D. Steady-state yield

While in isolated samples the yield converges to either
unity or zero (mirroring effect), in grounded samples the
yield generally recovers after its drop following the initial
spike. We attribute this difference to the establishment
of a free-electron current from the ohmic contact to the
sample-vacuum interface and the complete saturation of
all traps.

Figure 18 confirms this hypothesis by comparing the

FIG. 17. Time evolution of the electric potential at the in-
jection point versus the PE energy in isolated alumina and
silica samples. Same samples and irradiation conditions as in
Fig. 11. The distance between Σ1 and Σ2 is 1 mm in both
cases.

yield evolution in samples with and without trapping.
When all traps are saturated, the trapping rate is ei-
ther zero or a very small negative number (de-trapping
is extremely slow). Hence, a sample with saturated traps
behaves almost exactly like a sample without trapping.
That is why the two curves coincide when the steady
state is reached in the sample with trapping. Notably,
this true steady sate is achieved rather late, around
100 ms, even in the relatively small sample considered
here.

In samples without trapping, however, the same
steady-state yield is established much sooner, around
1 µs. The latter fact allows for significant simplification
of the steady-state yield computations in trap-saturated
grounded samples by simply omitting the trapping effect
altogether. In this way one can perform much faster sim-
ulations on much larger samples. For example, Fig. 19
shows that the steady-state yield of alumina as a func-
tion of PE energy (for a sample with 200 nm radius and
height) computed using the slow code with trapping ef-
fect included (circles) coincides – for a wide range of PE
energies – with the fast computation that neglects trap-
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FIG. 18. The evolution of yield with and without trapping
effect for alumina with a 200 pA beam of 1 keV PE’s.

FIG. 19. The steady-state yield of alumina for samples of
different size. Curves show fast computations that neglect
the trapping process. Circles correspond to slow computa-
tions with the trapping process included. The beam current
is 200 pA and the SRV is 200 cm/s.

ping (dashed curve). The solid curve in Fig. 19 shows
the steady-state SE-yield for a sample with 500 nm ra-
dius and height computed with the fast algorithm that
neglects trapping. Apparently, the yield is slightly lower
in a larger sample. However, our simulations show that
this effect saturates if the sample size is increased even
further.

Finally, Fig. 20 demonstrates the dependence of the
steady-state yield in alumina on the PE current. In gen-
eral, the steady-state yield growth with the beam current,
especially at low current values characteristic of SEM.
The yield at lower energies is more sensitive to the cur-
rent changes than at higher energies.

FIG. 20. The steady-state yield of alumina with the primary
energies of 1 and 5 keV as a function of beam current.

V. CONCLUSIONS

The DDR method proposed in22 and further elabo-
rated here is a viable alternative to Monte Carlo simula-
tions of electron-beam irradiated insulators. Numerical
simulations presented above show that this method not
only reproduces various well-known effects, but allows to
ascertain their causes and discover new phenomena as
well.

In particular, it was shown that a quasi-stationary lat-
eral shock in the trapped-electrons density may emerge in
samples irradiated by highly focused low-energy beams.
In practice, it may be difficult to achieve the desired de-
gree of focusing. Yet, the subsurface ring-shaped layer
surrounding the impact zone featuring a significant ex-
cess of trapped holes with respect to trapped electrons
may temporarily emerge and, possibly, be detected un-
der much weaker conditions.

Our numerical experiments demonstrate that including
the trapping effect is essential if rapid scanning or other
early-time processes are to be simulated. However, as
we have found out, the trapping can be neglected when
simulating the steady state, significantly simplifying and
speeding up the calculations. A good ground contact is
crucial for higher steady-state yields. However, the early-
time yield spike occurs in both grounded and isolated
samples and may be the reason for relatively high, but
unstable yields observed in SEM studies of insulators.

A simple grounded metal pin close to the beam injec-
tion point may significantly reduce the electric potential
of the trapped charge and the associated distortions in
the landing energy of PE’s. Changing the proximity of a
grounded (metal) contact may also be a means to control
the relative importance of the drift current with respect
to the diffusion current in the transport of charged par-
ticles.

A recent review by Walker et al15 mentions the lack of
reliable simulations related to low-energy SEM studies.
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The DDR approach partly fills this gap and may be useful
in investigating the influence of the scanning speed, beam
current, and the quality of ground contact on the SEM
images of insulators, allowing for long-time and large-
volume simulations.
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