Combination of surface and borehole seismic data for robust target-oriented imaging
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SUMMARY
A novel application of seismic interferometry (SI) and Marchenko imaging using both surface and borehole data is presented. A series of redatuming schemes is proposed to combine both data sets for robust deep local imaging in the presence of velocity uncertainties. The redatuming schemes create a virtual acquisition geometry where both sources and receivers lie at the horizontal borehole level, thus only a local velocity model near the borehole is needed for imaging, and erroneous velocities in the shallow area have no effect on imaging around the borehole level. By joining the advantages of SI and Marchenko imaging, a macrovelocity model is no longer required and the proposed schemes use only single-component data. Furthermore, the schemes result in a set of virtual data that have fewer spurious events and internal multiples than previous virtual source redatuming methods. Two numerical examples are shown to illustrate the workflow and to demonstrate the benefits of the method. One is a synthetic model and the other is a realistic model of a field in the North Sea. In both tests, improved local images near the boreholes are obtained using the redatumed data without accurate velocities, because the redatumed data are close to the target.
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1 INTRODUCTION
Conventional subsurface imaging usually uses active surface seismic data (with sources and receivers at the surface), or various types of VSP data (Vertical Seismic Profile, with either sources or receivers in the subsurface). An image of the subsurface is obtained by applying a depth migration algorithm together with a suitable velocity model. Due to the acquisition geometry, the reflected waves pass through various depths in the earth to the surface. Hence, a velocity model that covers the whole depth section is needed for depth migration. The accuracy of the velocity model has a big impact on the imaging result, especially for deep areas. In practice, one usually only has limited knowledge of the subsurface, and obtaining a good velocity model of the whole area is often a difficult task itself.

On the other hand, seismic interferometry (SI, also called Green’s function retrieval) is a data-driven technique that can transform the original data into a sort of virtual data, where physical receivers are turned into virtual sources (Bakulin & Calvert 2006) or vice versa (Curtis et al. 2009; Liu et al. 2016). This makes it an alternative processing technique for certain types of VSP data (Schuster 2009) to image targeted areas that are difficult to image with the original acquisition geometries. Another advantage of SI is that it is completely data-driven, which is different from other redatuming techniques that rely on prior velocity information of the medium to extrapolate the wavefield downward.

The basic idea of SI is that by crosscorrelating two seismic traces from an active source and sum the result over all sources, we can construct the seismogram that would be recorded at one of the trace’s recording positions as if there were a source at the other. It is first described by Claerbout (1968) for horizontally layered media, and is later rediscovered independently by helioseismologists (Duvall et al. 1993). Schuster et al. (2004) generalize Claerbout’s daylight imaging concept to the theory of interferometric seismic imaging and show that it can also be used to migrate multiples in CDP (Common Depth Point) data. The exact form of SI by crosscorrelation (CC) is derived by Wapenaar (2004) for any inhomogeneous lossless medium using reciprocity theorems. Willis et al. (2006) show an example of imaging steep salt flanks by creating virtual sources from walk-away VSP data; Bakulin & Calvert (2006) apply SI to image through complex overburdens and develop its field application for sensitive reservoir monitoring. Other approaches to SI have also been proposed. Vasconcelos & Snieder (2008a,b) propose SI by deconvolution and show examples of creating virtual downhole receivers from drill-bit data to image the San Andreas fault. Wapenaar & van der Neut (2010) present SI by multidimensional deconvolution (MDD), which is valid for media with loss and they show that SI by MDD can compensate for one-sided illumination and irregularity of the sources (e.g. variations in their power spectra and unevenly distributed source locations). Minato et al. (2011) reconstruct crosswell reflection wavefields without...
borehole sources using SI by MDD with singular value decomposition. However, SI by MDD requires wavefield decomposition, which means multicomponent data are necessary, because the up- and downgoing wavefields can be obtained by weighted summation and subtraction of geophone and hydrophone recordings (Amundsen 1993; Amundsen & Reitan 1995). In general, without proper wavefield decomposition, the retrieved responses by SI in practice contain artefacts due to one-sided illumination and limited aperture (Snieder et al. 2006) at the summation surface. Comprehensive and systematic comparisons between these different approaches to SI can be found in Snieder et al. (2009), Wapenaar et al. (2011) and Galetti & Curtis (2012).

As an extension to the classic SI, Curtis et al. (2006) and Curtis & Halliday (2010) proposed source–receiver wavefield interferometry (SRI). It retrieves the Green’s function from the observations on two closed boundaries, instead of one. Because time-reversal is involved, it holds again only in lossless media. Poliannikov (2011) shows an application using a form of SRI. In his example, the retrieved responses are the downgoing reflections coming from the reflectors above the downhole receivers, so it can be viewed as a way of imaging from below. For practical acquisition geometries with limited apertures and one-sided illumination, the retrieved responses by SRI also contain spurious events. Another approach of imaging from below is shown by van der Neut & Wapenaar (2015), where they use SI by CC of decomposed wavefields, but this still can result in spurious events due to one-sided illumination.

Taking a step beyond SI, another redatuming technique that is generally referred to as the Marchenko method (also called Marchenko focusing) (Broggini et al. 2012; Wapenaar et al. 2013, 2014; Behura et al. 2014) no longer requires the physical presence of a receiver at the position of the virtual source. This implies that one can generate virtual data with any chosen point in the subsurface as a source. However, the method is not completely data-driven, as it requires an estimate of the traveltimes from the virtual source positions to the surface. This means that a macrowave velocity model that describes the kinematics of the wavefield is necessary. Various potential applications for Marchenko imaging are suggested by Wapenaar et al. (2014). Meles et al. (2015) show how to predict and remove internal multiples using the Marchenko scheme and SI. Ravasi et al. (2015b, 2016) present a marine data example using a Marchenko scheme.

In this paper, we propose a series of new redatuming schemes that use both surface and borehole seismic data for robust imaging near the borehole. It means that velocity errors, either in the shallow part or near the borehole, will not drastically affect the imaging, as they would for the original data. The virtual data have both sources and receivers at the borehole locations, and then two separate images are calculated—one below the borehole and one above the borehole. By using the direct arrivals from borehole data, this approach joins the benefits of SI and Marchenko imaging. The proposed schemes are completely velocity independent, and need only single-component data for the up–down decomposition. Furthermore, because of the up–down decomposition, the redatumed data contain fewer spurious events than previous data-driven redatuming methods that also use only single-component data.

In the next section, we first explain how to use the surface reflection response to construct the up- and downgoing wavefields at the borehole level. In essence, this is done by finding the focusing functions defined in the Marchenko method, but using the traveltimes measured in the borehole data. Then we construct various redatuming schemes for local imaging from above and from below, respectively. In total, there are four schemes for imaging from above, and two for imaging from below. In the example section, these schemes are tested on two synthetic acoustic data sets, one from a relatively simple synthetic model with a gas cloud in the overburden and the other from a realistic model of a field in the North Sea. The local images are compared with standard images from surface data using both the correct and erroneous velocity models. We then discuss the results, outline directions for further study, and summarize.

2 Method

The notation convention used in this paper is similar to what is used in the paper on Marchenko imaging by Wapenaar et al. (2014). This makes it easy for the readers to find the detailed derivations of the related equations in the Marchenko method. A spatial position is denoted by $x = (x_1, x_2, x_3)$, with $x_3 = 0$ on the surface level $\partial D_0$ and $x_3$ increasing positively downward. Coordinates at any boundary, for example, at the depth level $\partial D_i$ (which indicates the horizontal borehole depth level in this paper), are denoted as $x_i = (x_{1i}, x_{2i})$, with $x_{1i} = (x_{1i}, x_{2i})$. Position $x'$ represents a focusing position at lateral coordinate $x'_i$, at the depth level $\partial D_i$, and $x'_0$ represents a position at lateral coordinate $x'_0$ at the surface level $\partial D_0$. Quantities in the frequency domain are indicated with the $\hat{}$ above (omitting the variable $\omega$ for angular frequency).

We consider only acoustic media, and free-surface multiples are not included (the half-space above the acquisition surface is considered homogeneous). To take the free surface into account, Singh et al. (2015) describe Marchenko imaging with the free surface included; for this reason, it is possible to extend the schemes presented here to include free-surface multiples. Throughout this paper, we denote by ‘Green’s function’ the response of an impulsive point source in the actual medium, not in a background medium. When referring to the recorded wavefields in the data, we assume that source deconvolution has been applied, so we can treat the data as measured band-limited Green’s functions.

In order not to be confused with Marchenko imaging (which retrieves the reflection response at each depth level of interest and then applies the imaging condition to obtain the image), it is worth to clarify that we aim to retrieve the reflection response only at the borehole depth. Then a conventional depth migration algorithm is applied to obtain a local images above and below the borehole, respectively. To retrieve the reflection response (the redatuming process) for imaging, the focusing functions defined in the Marchenko method is essential for constructing the up–downgoing components in the single-component borehole data. The focusing functions themselves are found by using the direct wavefield and its traveltime from the borehole data, together with the surface reflection response from the surface data. In this way, the proposed redatuming schemes become completely independent of any velocity estimates of the medium.

Now, we start with more details on the up–down decomposition of single-component borehole data using surface reflection data.

2.1 Up–down decomposition of the borehole data

In the Marchenko method, it is shown that the one-way Green’s functions is found to be related to the focusing functions via the following relations. For $t \geq t_0(x'_i|x'_0)$, where $t_0(x'_i|x'_0)$ is the direct arrival time from $x'_0$ to $x'_i$,

$$G^-(x'_i|x'_0, t) = \int_{\partial D_0} \int_{t_0}^{\infty} R'(x'_{i}|x_0, t - t') f'_{i}^{+}(x'_0|x'_i, t') dt'dx'_i, \quad (1)$$

```
Here, $G^+(\mathbf{x}_s|\mathbf{x}_0', t)$ and $G^+(\mathbf{x}_s'|\mathbf{x}_0', t)$ are viewed as the up- and downgoing components of the borehole data received at the horizontal depth level $\partial \mathcal{D}$; $\mathcal{R}^-(\mathbf{x}_s'|\mathbf{x}_0, t)$ is the surface reflection response from the surface data ($^-$ denotes that this is the reflection response from above, where the downgoing free-surface-related multiples are removed.) The first coordinate vector stands for the receiver position and the second for the position of the source. $f_1^+(\mathbf{x}_0|\mathbf{x}_0', t)$ and $f_1^-(\mathbf{x}_0|\mathbf{x}_0', t)$ are the down- and up-going components of the focusing function $f_1(\mathbf{x}_0|\mathbf{x}_0', t)$. For the focusing functions the first coordinate vector stands again for the receiver position, but the second coordinate vector stands for the focal point. The subscript $a$ indicates the initial estimate, which we will explain shortly. There are two focusing functions, $f_1(\mathbf{x}|\mathbf{x}_0', t)$ and $f_2(\mathbf{x}|\mathbf{x}_0', t)$, and they are a key element in the Marchenko method, but in order to focus on the main idea of this subsection, we will postpone the details of the focusing functions for now. The above equations say that the up- and downgoing components of the borehole data can be calculated, given the focusing functions, the surface reflection response and the traveltimes $t_d(\mathbf{x}_s|\mathbf{x}_s')$. Since $t_d(\mathbf{x}_s|\mathbf{x}_s')$ can be found from the direct arrival’s traveltimes in the borehole data and we also have the surface reflection response, then the problem becomes to find the focusing functions.

In the Marchenko method, the focusing functions are found by iteratively solving the following equations for $t < t_d(\mathbf{x}_s|\mathbf{x}_s')$, 

$$f_1^+(\mathbf{x}_0|\mathbf{x}_0', t) = \int_{\partial \mathcal{D}_0} \int^t_{-\infty} \mathcal{R}^+(\mathbf{x}_s'|\mathbf{x}_0, t - t') f_1^+(\mathbf{x}_0|\mathbf{x}_0', t')dt'd\mathbf{x}_0;$$

$$f_1^-(\mathbf{x}_0|\mathbf{x}_0', t) = \int_{\partial \mathcal{D}_0} \int^t_{-\infty} \mathcal{R}^-(\mathbf{x}_s'|\mathbf{x}_0, t - t') f_1^-(\mathbf{x}_0|\mathbf{x}_0', t')dt'd\mathbf{x}_0.$$  

The iterative Marchenko scheme requires an initial estimate to the solution. This estimate is generally obtained by time-reversing the direct wavefield, represented by $G_d(\mathbf{x}_s|\mathbf{x}_0', t)$, which is typically obtained from a smooth macrovelocity model that describes the kinematics of the direct wavefield in Marchenko method. But in our case with given borehole data, this means that we can directly use the direct arrivals to define $G_d(\mathbf{x}_s|\mathbf{x}_0', t)$, and this naturally makes the iterative scheme completely independent of any velocity estimates. This initial estimate of the focusing function can be written as 

$$f_1^0(\mathbf{x}_0|\mathbf{x}_0', t) = f_2^0(\mathbf{x}_0|\mathbf{x}_0', t) = G_d(\mathbf{x}_s|\mathbf{x}_0', t).$$

We can now just replace the initial estimate of $f_1^0(\mathbf{x}_0|\mathbf{x}_0', t)$ on the right-hand side of eq. (2) with $G_d(\mathbf{x}_s|\mathbf{x}_0', t)$, so it becomes 

$$G^+(\mathbf{x}_s|\mathbf{x}_0', t) = \int_{\partial \mathcal{D}_0} \int^t_{-\infty} \mathcal{R}^-(\mathbf{x}_s'|\mathbf{x}_0, t - t') f_1^+(\mathbf{x}_0|\mathbf{x}_0', t')dt'd\mathbf{x}_0 + G_d(\mathbf{x}_s|\mathbf{x}_0', t).$$

After the focusing functions are found by the iterative Marchenko scheme using the directly measured borehole data, eqs (1) and (6) are used to construct the up- and downgoing components in the borehole data.

Finally, we include more details of the focusing functions. In this paper, they are both defined as a superposition of pressure-normalized downgoing ($^-$) and upgoing ($^+$) components, such as 

$$f_1(\mathbf{x}_s|\mathbf{x}_0', t) = f_1^-(\mathbf{x}_s|\mathbf{x}_0', t) + f_1^+(\mathbf{x}_s|\mathbf{x}_0', t)$$

and 

$$f_2(\mathbf{x}_s|\mathbf{x}_0', t) = f_2^-(\mathbf{x}_s|\mathbf{x}_0', t) + f_2^+(\mathbf{x}_s|\mathbf{x}_0', t).$$

These focusing functions are solutions to the wave equation in a truncated medium with specific boundary conditions. The truncated medium is identical to the actual medium above $\partial \mathcal{D}_0$, but it is reflection-free below $\partial \mathcal{D}_0$. The focusing conditions read formally as 

$$\partial_t f_1^+(\mathbf{x}_s|\mathbf{x}_0', t)|_{x_3 = x_{3,0}} = - \frac{1}{2} \rho(\mathbf{x}_s') \delta(\mathbf{x}_s' - \mathbf{x}_{3,0}, t) \frac{\partial \delta(t)}{\partial t}$$

and 

$$\partial_t f_2^-(\mathbf{x}_s|\mathbf{x}_0', t)|_{x_3 = x_{3,0}} = \frac{1}{2} \rho(\mathbf{x}_s') \delta(\mathbf{x}_s' - \mathbf{x}_{3,0}, t) \frac{\partial \delta(t)}{\partial t}. $$

The difference between the two focusing functions is that $f_1(\mathbf{x}_s|\mathbf{x}_0', t)$ focuses at $\mathbf{x}_s'$ in the subsurface and $f_2(\mathbf{x}_s'|\mathbf{x}_s', t)$ focuses at $\mathbf{x}_s$ at the surface. The two focusing functions are mutually related via 

$$f_1^+(\mathbf{x}_s'|\mathbf{x}_s', t) = f_2^-(\mathbf{x}_s'|\mathbf{x}_s', t);$$

and 

$$- f_1^-(\mathbf{x}_s'|\mathbf{x}_s', t) = f_2^+(\mathbf{x}_s'|\mathbf{x}_s', t).$$

### 2.2 Imaging from above

Assuming a horizontal borehole, we define the idea of imaging from above as to retrieve the reflection response from above (of the medium below the borehole), as if the medium above the borehole is reflection-free. Then a conventional depth migration algorithm is applied to the retrieved reflection response using only a local velocity model to produce an image below the borehole. In other words, we aim to use the original borehole data set (sources at the surface and receivers in the borehole) and the surface data set (source and receiver at the surface) to create a virtual data set with both sources and receivers in the borehole, above which the medium is reflection-free.

It has been shown that such virtual reflection response $\mathcal{R}^+(\mathbf{x}_s|\mathbf{x}_s', t)$ is related to the up–downgoing wavefields via (Amundsen 2001; Wapenaar et al. 2011)

$$G^-(\mathbf{x}_s'|\mathbf{x}_s', t) = \int_{\partial \mathcal{D}_0} \int^t_{-\infty} \mathcal{R}^+(\mathbf{x}_s'|\mathbf{x}_s', t')G^+(\mathbf{x}_s'|\mathbf{x}_s', t - t')dt'd\mathbf{x}_s,$$

so $\mathcal{R}^+(\mathbf{x}_s|\mathbf{x}_s', t)$ can be solved if the up–downgoing wavefields are known. This typically requires multicomponent data for the up-down decomposition (Amundsen & Reitan 1995). For single-component data, an alternative is to approximate the downgoing $G^+(\mathbf{x}_s'|\mathbf{x}_s', t)$ with the direct arrivals in the borehole data and use the remaining data for the upgoing $G^-(\mathbf{x}_s'|\mathbf{x}_s', t)$ (van der Neut et al. 2016), such as 

$$G^+(\mathbf{x}_s'|\mathbf{x}_s', t) \approx G_d(\mathbf{x}_s'|\mathbf{x}_s', t).$$

and 

$$G^-(\mathbf{x}_s'|\mathbf{x}_s', t) \approx G(\mathbf{x}_s'|\mathbf{x}_s', t) - G_d(\mathbf{x}_s'|\mathbf{x}_s', t).$$
so eq. (13) becomes

\[ G(x'|x_0', t) - G_d(x'|x_0', t) \]

\[ \approx \int_{d_D} \int_{-\infty}^{+\infty} R^\cup(x'|x_0', t')G_d(x'|x_0', t - t')dt'dx_i. \]  

(16)

This scheme only uses borehole data. The retrieved response \( R^\cup(x'|x_0, t) \) contains spurious events related to the approximations made in eqs (14) and (15). But when the multiple reflections in the subsurface are not strong, the up–down wavefield approximation in eqs (14) and (15) is sufficient for retrieving the reflection response from above to image close to the borehole. We will later see an example of this in the numerical section.

Next, we show the schemes that use both surface and borehole data. As shown in the previous subsection, namely that the up- and downgoing components in the borehole data can be computed once the focusing functions are found, we can rewrite the exact scheme in eq. (13) as

\[ \Psi \left[ \int_{d_D} \tilde{R}^\cup(x'|x_0) f_1^+(x_0|x')dx_0 \right] \]

\[ = \int_{d_D} \tilde{R}^\cup(x'|x_0) \left\{ \Psi \left[ -\int_{d_D} \tilde{R}^\cup(x_0|x_0') f_1^-(x_0'|x_0)dx_0' \right] \right. \]

\[ + G_d(x'|x_0') \} dx_i. \]  

(17)

**Figure 1.** Flow chart for imaging from above. The ellipses indicate the input and the trapezia indicate the output. The intermediate steps are indicated by the boxes. The “~” above the symbols indicates approximation.
This scheme can be viewed as the result from the first iteration of the iterative Marchenko scheme in finding the focusing function. With this scheme, the retrieved response will contain some spurious events related to internal multiples. But this is still a good complement to the scheme based on the borehole data only (eq. 16), because in addition to being completely data-driven, it also incorporates information from the surface, and the approximation for the upgoing wavefield (eq. 15) is avoided.

Finally, one more alternative scheme is to combine eqs (16) and (18) (or analogously, eqs 13 and 17), and solve for \( R^\circ(x_i|x_i',t) \), using MDD, for example. This joint system of equations reads, in matrix form:

\[
\begin{bmatrix}
U_1 \\
\alpha U_2 
\end{bmatrix} = \begin{bmatrix}
R \\
D_1 
\end{bmatrix},
\]

where \( U_1 \) and \( U_2 \) correspond to the left-hand sides of eqs (16) and (18), and \( D_1 \) to the counterparts on the right-hand sides. Here, \( \alpha \) is a user-defined scalar weight, which could be frequency-dependent, depending on the characteristics of both subproblems and how much weight one wants for the surface data. Inverting this joint scheme might be better than inverting a single scheme (as eq. 16 or 18). Because in practice, there can be various hardware related issues in both data sets, such as sensor coupling, malfunctioning sensors, etc. In addition, the high-frequency components in the borehole data can have a better signal-to-noise ratio than the same frequency components in the surface data (due to less attenuation), and borehole data may have higher propagation angles for imaging the structures that could not be found in the surface data. Therefore, this joint inversion approach could help to merge the data sets.

Fig. 1 illustrates the processing flow for the schemes described in this subsection. To summarize, both eq. (17) remove all downgoing multiples coming from the overburden using single-component borehole and surface data with an iterative Marchenko approach; eqs (16), (18) and (19) do not completely remove all such downgoing multiples, but they are straightforward to implement and still sufficient for imaging near the borehole (which we will demonstrate with the numerical examples). Another benefit of these schemes is that the retrieved reflection responses are redatumed in a data-driven way to the borehole level for imaging downwards, such that one does not need any velocity information of the overburden. This is also an acknowledged aspect in the virtual source method by Bakulin & Calvert (2006), but our approach requires less information from the data (only single-component recordings).

2.3 Imaging from below

Again, assuming a horizontal borehole, we define imaging from below as to retrieve the reflection response from below (of the medium above the borehole), as if the medium below the borehole is reflection-free. Then an image above the borehole is obtained by applying a conventional depth migration algorithm to the retrieved
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**Figure 2.** Flow chart for imaging from below. The ellipses indicate the input and the trapezia indicate the output. The intermediate steps are indicated by the boxes. The $^\circ$ above the symbols indicates approximation.
response, using a local velocity model above the borehole. In other words, we aim to use borehole data and surface data to create a virtual data set with both sources and receivers in the borehole, below which the medium is reflection-free.

This reflection response from below $R^\wedge(x'_i | x_i, t)$ ($\wedge$ denotes that this is the reflection response from below) is shown (Wapenaar et al. 2014) to be related to the focusing functions via

$$f_2^+(x'_i | x'_i, t) = \int_{\partial D_i} \int_{-\infty}^{+\infty} R^\wedge(x'_i | x_i, t') f_2^+(x_i | x'_i, t - t') dt' dx_i;$$

(20)

for this reason, to solve for $R^\wedge(x'_i | x_i, t)$, we need the focusing functions $f_2^+$. But first, we can rewrite the above equation in terms of $f_2$, using the mutual relation of the focusing functions from eq. (12), and the relation from eq. (3), such as

$$- \left\{ \Theta \left[ \int_{\partial D_i} \widetilde{G}_2(x'_i | x_0) R^\wedge(x'_i | x_0) dx_0 \right] \right\}^*$$

$$= \int_{\partial D_i} \widetilde{R}(x'_i | x_i) \tilde{f}_2^+(x'_i | x_i) dx_i,$$

(21)

where the superscript $^*$ denotes conjugation. This equation gives the exact scheme for retrieving $R^\wedge(x'_i | x_i, t)$. Again, here we switch to the frequency domain (indicated by the $\wedge$) for previously stated reasons. Similar to $\Psi$, the operator $\Theta$ first inverse Fourier transforms the result, then applies a time window which passes data only for $0 < t < t_i(x'_i | x_i)$, and then Fourier transforms the result back to the frequency domain. In this equation, $\tilde{f}_2^+(x'_i | x_i)$, is found by the same procedure as explained in the previous two subsections, and $R^\wedge(x'_i | x_0)$ is the surface reflection response. Then, the unknown $\widetilde{R}(x'_i | x_i)$ can be solved per frequency, using a least-squares approach, for example. As the first iteration of the Marchenko scheme for $f_2^+(x_0 | x_i, t)$, an approximate alternative scheme is

$$- \left\{ \Theta \left[ \int_{\partial D_i} \widetilde{G}_2(x'_i | x_0) R^\wedge(x'_i | x_0) dx_0 \right] \right\}^*$$

$$\approx \int_{\partial D_i} \widetilde{R}(x'_i | x_i) \tilde{G}_2^0(x'_i | x_i) dx_i,$$

(22)

where eq. (5) is used. We note that this scheme resembles the imaging from below method by Poliannikov (2011), because an approximate solution of $R^\wedge(x'_i | x_i, t)$ by CC is equivalent to his result (which he derived from SRI). This CC solution is obtained by writing out the normal equation of eq. (22) and approximate the solution with the left-hand side of the normal equation. But we see now that because of the substitution of eq. (5), either solving eq. (22) by MDD or by CC results in spurious events in the retrieved $R^\wedge(x'_i | x_i, t)$. Those spurious events related to the upgoing internal multiples can be removed by using the exact form in eq. (21). Nevertheless, when

Figure 3. $P$-wave velocity model and data sets geometries. The stars denote sources and the triangles denote receivers. Every 10th source and receiver is plotted. Letters x and z represent horizontal and vertical directions, respectively.
the internal multiples are not strong, eq. (22) is a simple and sufficient scheme for imaging close to the borehole. The flow chart in Fig. 2 illustrates the two schemes.

3 NUMERICAL EXAMPLES

In the numerical experiments, we use two 2-D acoustic models to test the redatuming schemes and to observe to what extent velocities errors affect the local images, as compared to conventional surface images (images obtained from surface data alone). The first model is a synthetic model with a gas cloud in the shallow part, and the second model is a realistic model of a field in the North Sea. A finite-difference method (Thorbecke & Draganov 2011) is used for generating the data sets. After redatuming, a pre-stack depth migration algorithm (Thorbecke et al. 2004) is used for imaging. For each model, we generate two data sets—a surface data set (with sources and receivers at the surface) and a borehole data set (with sources at the surface and receivers in the borehole). The surface data are modeled as the response to an input band-limited spike with a maximum frequency of 55 Hz, and the borehole data are modeled with a Ricker wavelet with a peak frequency of 20 Hz. The free surface is replaced by an absorbing boundary.

3.1 Example 1: local imaging below a gas cloud

Fig. 3 shows the P-wave velocity model and the input data set geometries. The model is 5 by 5.5 km, with a grid sampling of 2.5 m. It consists of a low-velocity gas cloud in the shallow part (around 0.5 km depth) and a syncline alongside some faults in the deeper part (below 4 km). The borehole data set has 201 sources at the surface and 81 receivers at 3.7 km depth. The surface data set has 201 sources and receivers. The source and receiver intervals are 25 m. Examples of the common-source gathers from both data sets are shown in Fig. 4. The time window is found by the traveltimes $t_d(x'_i, x'_{i0})$ in the borehole data and it is indicated by the dashed line in the figure.

3.1.1 Redatumed reflection responses

To retrieve the reflection response from above, $R^\cup(x'_i| x, t)$, we test four schemes, namely, eqs (16), (18), (17) and (19). Fig. 5 shows the comparison between the redatumed reflection responses (in red) and the reference response (in blue). The reference response (direct arrivals muted) is modeled with a homogeneous overburden above the borehole. The reference source position is at $x = 2500$ m at the depth of 3.7 km. An overall scalar is applied on the retrieved responses to scale with the reference response. In addition, a local extra gain is applied both on the reference and retrieved responses for $t > 1$ s to amplify the internal multiples.

For the first scheme (eq. 16), only the borehole data set is used, and the scheme is closely related to the virtual source method by Bakulin & Calvert (2006), where their result is obtained by the CC of the left-hand side of eq. (16) with the direct arrivals on the right-hand side. Here, we solve eq. (16) per frequency by MDD.
For the second scheme (eq. 18), the surface data set is included to redatum the direct arrivals in the borehole data for approximating the upgoing component in the exact scheme. For the third scheme (eq. 17), the input is the same as for the second scheme, but an iterative Marchenko method (Wapenaar *et al.* 2014) is used to find the focusing functions, with the direct traveltime $t_d(x' | x_0)$ from the borehole data set. For the fourth scheme (eq. 19), we joined the schemes one and two with an $\alpha$ of 2. All equations are solved using a damped least-squares approach (Menke 1989).

By comparing the traces in Fig. 5, it can be observed that panel (a) has the most spurious events, but mainly in the later arrivals. This is because the approximations in eqs (14) and (15) do not account for the internal multiples. These downgoing events are almost completely removed in panel (c), where the up–down wavefields are properly decomposed in the exact scheme.

To retrieve the reflection response from below, $R^\cap(x_i | x_i, t)$, we test two schemes, namely (eqs 22 and 21). Fig. 6 shows the comparison between the redatumed result in red and the reference response in black. The reference response (direct arrivals muted) is modeled with a homogeneous underburden below the borehole. The reference source position is $x = 2500$ m at the depth of 3.7 km.

In the trace comparison, an overall scalar factor is applied on the redatumed result, and an extra gain is applied for $t > 3$ s to amplify the multiples. One can see that the second scheme which uses the focusing functions results in a better match, both in terms of the amplitude and fewer spurious events. Nevertheless, the first scheme still recovers the nearby reflectors well.

### 3.1.2 Target images

Next, the redatumed reflection responses are used for imaging from above and from below the borehole, respectively. First, the true local velocities are used for migration. The results are shown in Figs 7 and 8. We see that the nearby reflectors are all clearly imaged in...
Figure 6. Redatumed reflection responses for imaging from below. Trace comparison between the retrieved responses and the reference responses, using (a) direct arrivals in the borehole data, together with the surface reflection response (eq. 22) and (b) surface reflection response and the focusing functions (eq. 21, using the direct arrivals in the borehole data and the surface reflection response as input to the iterative Marchenko method). An overall scale is applied on the retrieved responses and a local gain is applied for $t > 3$ s to amplify the multiples. Every fourth trace is plotted.

Figure 7. Migrated images from above with the correct local velocities. The data for migration are redatumed from (a) the borehole data only scheme (eq. 16), (b) the borehole and surface data scheme without the full focusing functions (18), (c) as (b) but with the full focusing functions (eq. 17) and (d) the joint scheme of (a) and (b) (eq. 19).
both figures, even though they are hindered by the gas cloud at the surface. Furthermore, no medium parameter of the gas cloud is needed for imaging the structures underneath. In terms of the influence of internal multiples on imaging, we see that it is the most obvious in the image from below in Fig. 8(b) where the correct focusing function is computed. In this case, the strong internal multiples from the underburden are removed.

To test the robustness of the target images to velocity errors and to compare with conventional surface images, we first use a smoothed true velocity model to migrate the redatumed results by the schemes in eqs (17) and (21) (corresponding to Figs 5c and 6b). The original surface data are also migrated using the same smoothed model. The result is shown in Fig. 9. We can see already that surface image struggles to image the deep reflectors because of the gas cloud, while the target images position these reflectors clearly and correctly. To further demonstrate the benefit of this data-driven redatuming, a 1-D linear velocity model is used and the result is shown in Fig. 10. Now the deep reflectors can barely be recognized in the surface image, while, even though less focused, they remain clearly present in the target images. In addition, the reflectors near the borehole are less mispositioned than in the surface image.
3.2 Example 2: a realistic model from the North Sea

Fig. 11 shows the 2-D P-wave velocity model and the input data sets geometries. The model dimension is 6 by 4.2 km, with a grid sampling of 5 m. There is a seagull-shaped low-velocity anomaly at around 1.5 km depth. The borehole data set has 241 sources at the surface and 81 receivers at 2.3 km depth. The surface data set has 241 sources and receivers. The source and receiver intervals are 25 m. Examples of the common-source gathers from both data sets are shown in Fig. 12.

3.2.1 Redatumed reflection response

Figs 13 and 14 show the redatumed reflection responses for imaging from above and from below, respectively. An overall scalar factor is applied on the result. In addition, an extra gain is applied both on the reference and retrieved responses for \( t > 1.2 \) s in the figures to amplify the internal multiples. We observe that all schemes result in good kinematic matches for the reflectors near the borehole. In Fig. 13(a) where only the borehole data are used in the redatuming scheme, the later arrivals do not match the reference response.

Figure 10. Image comparison of (a) target images from the redatumed results and (b) surface image from original surface reflection data. The dashed box highlights the target area. A simple 1-D linear velocity model is used for migration.

Figure 11. P-wave velocity model and data sets geometries. The stars denote sources and the triangles denote receivers.
Figure 12. An example of the common-source gathers from (a) borehole data and (b) surface data (the direct arrivals are muted). The dashed line indicates the time window found by the direct arrival’s traveltime.

well, but the match is already improved when the surface data are included, as seen in panel (b). This is because the left-hand side of eq. (16) contains downgoing multiples, which are not removed because the upgoing wavefield is approximated crudely by muting the direct wavefield in the total wavefield (eq. 15). With eq. (18), the upgoing wavefield is constructed by backpropagation of the surface data, so the approximation to the upgoing wavefield is improved.

Then when the focusing function is computed, most of the spurious events related to the downgoing multiples from the overburden are removed and the match is improved even more. The amplitude mismatch in the far offset traces could be because there is not a wide enough coverage of sources and receivers at the surface and in the borehole. In other words, only part of the surface integrals can be computed in practice because of the limited data acquisition apertures, but nevertheless, the kinematics of the reflections is retrieved as long as the stationary phase positions are covered in the input data (Snieder et al. 2006). Actually, in Fig. 14 (b), all primaries and multiples matches well in both travelt ime and amplitude. These results verify the suggested redatuming schemes.

3.2.2 Target images

We first test the target images using the correct local velocities. The corresponding images from above and from below are shown in Figs 15 and 16, respectively. For the images from above in Fig. 15, all four images show the nearby reflectors. Panel (c) is the best focused and shows more details because the downgoing multiples from the overburden are removed. This is even more obvious in Fig. 16(b), the images from below, where all upgoing multiples from the underburden are removed, and the shallow structures can be seen clearly.

Next, Fig. 17(a) combines the target images in Figs 15(c) and 16(b) and plots them over the true velocity model. Panel (b) shows the conventional surface image migrated with the correct velocities. Even with the correct velocities, we can see that the surface image of the area $z > 2$ km is disturbed by the internal multiples from the ‘seagull’, while the target images show the structures in the same area more clearly and continuously.

Again, to test how the target images change when the wrong velocities are used, a linear 1-D velocity model is used to migrate both the redatumed responses and the original surface data set. The comparison is shown in Fig. 18, where the arrow highlights an example of the effect from internal multiples. From these two tests with different migration velocity models, we see that the target images are robust to erroneous velocities and provide clearer reflectors near the borehole than the surface image, and that the imprint of the internal multiples are less pronounced. Another point is that one actually does not need the velocity model of the overburden at all for imaging below the borehole level, as explained in the imaging from above subsection. Nevertheless, this is not to say that a good velocity model is not important. We merely suggest that one may be able to start with a more crude model and still get some focusing near the boreholes, and then later improve the velocity model with standard techniques.
Figure 13. Redatumed reflection responses for imaging from above, using the same schemes as for Fig. 5. The reference source position is at $x = 7000$ m at 2.3 km depth and the receiver positions are from $x = 6000$ to $x = 8000$ m at the same depth as the virtual source. An overall scale is applied on the retrieved responses and a local extra scalar factor is applied for $t > 1.2$ s onward to emphasize the multiples. Every fourth trace is plotted.

Figure 14. Redatumed reflection responses for imaging from below, using the same schemes as for Fig. 6. The reference source and receiver positions are the same as for Fig. 13. An overall scale is applied on the retrieved responses and a local gain is applied for $t > 1.2$ s to amplify the multiples. Every fourth trace is plotted.
Figure 15. Migrated images from above with the correct local velocities. The data for migration are redatumed from (a) the borehole data only scheme (eq. 16), (b) the borehole and surface data scheme without the full focusing functions (18), (c) as (b) but with the correct focusing functions (eq. 17) and (d) the joint scheme of (a) and (b) (eq. 19).

Figure 16. Migrated images from below with the correct local velocities. The data for migration are redatumed from (a) the borehole and surface data scheme without the full focusing functions (eq. 22), (b) as (a) but with the full focusing functions (eq. 21).
4 DISCUSSION

As demonstrated in the numerical examples, the redatuming schemes remove part of the internal multiples. The multiples from the target zone still remain, since only the multiples from the opposite side of the target zone are removed. This results in an improvement in the images produced as seen in the numerical examples, especially when the velocity model is wrong. Because internal multiples tend to stack out destructively when a good velocity model is available, and when the velocities are wrong, the primaries interfere less constructively and the imprint from the internal multiples becomes more pronounced. For this reason, our redatuming schemes prior to the imaging step can be particularly beneficial for areas with strong multiples and velocity uncertainties.

A wide enough acquisition aperture in the input data is important, because all stationary phase positions for the target zone need to be covered. In our test, since only a 20 Hz Ricker wavelet is used for modelling the borehole data, the resolution of the images is limited and could be improved if higher frequencies are used. For the surface data, in order to find the correct focusing function, we model the
reflection response to an input spike, but for data acquired in the field, they correspond to the Green’s function convolved with the source signature. Therefore, a good source signal estimation is required in practice in order to take full advantage of the schemes presented. The proposed alternative schemes do not have this requirement and are often still sufficient solutions for imaging local geological structures in the presence of velocity errors in the model, as shown in the experiments.

The schemes as presented assume that the borehole is at a constant depth, but the method can be immediately adapted to include non-horizontal boreholes by extrapolating the direct arrivals in the borehole data to a constant depth using the forward Kirchhoff–Helmholtz integral (Wapenaar 1993). The extension to retrieve the reflection response defined locally according to the borehole orientation, however, still needs to be investigated. The surface-related multiples are not considered in the schemes, but Singh et al. (2015) show how to take them in account in the Marchenko method, so this can also be done here. Another suggestion for future study is the possibility of using more than the direct arrivals in the borehole data for finding the focusing functions, and this is currently

Figure 18. Image comparison of (a) target images from the redatumed results and (b) surface image from original surface reflection data. The dashed box highlights the target area. The arrow indicates an example of the artefacts from internal multiples, which become more pronounced given the wrong velocity model. These artefacts are absent in the target image in panel (a). A simple 1-D linear velocity model is used for migration.
being investigated. It is also observed that images from the surface and from the borehole (when imaging from below) inherit a different sensitivity to errors in the velocity model. Similar observations have also been made by Ravasi et al. (2015a) and might be used for updating the velocity model.

5 CONCLUSIONS

We present a novel application of SI and Marchenko imaging, using both surface and borehole seismic data. A series of redatuming schemes that require only single-component data are presented to create virtual data sets with both sources and receivers in the borehole. These virtual data sets are ideal for deep target imaging near the borehole, because the medium properties in the shallower part become irrelevant when imaging using these data sets and the virtual sources and receivers are close to the target area. Furthermore, cleaner and more accurate images are obtained because the interfering internal multiples from the overburden and underburden are removed in the redatuming schemes. Finally, the numerical experiments also show that these images are more robust to velocity errors in the model than conventional surface images. Good deep target images are obtained with simple velocity input after applying these redatuming schemes.
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