Reflecting boundary conditions for interferometry by multidimensional deconvolution
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In an acoustical context, interferometry takes advantage of existing (ambient) wavefield recordings by turning receivers into so-called “virtual sources.” The medium’s response to these virtual sources can be harnessed to image that medium. Most interferometric applications, however, suffer from the fact that the retrieved virtual-source responses deviate from the true medium responses. The accrued artefacts are often predominantly due to a non-isotropic illumination of the medium of interest, and prohibit accurate interferometric imaging. Recently, it has been shown that illumination-related artefacts can be removed by means of a so-called multidimensional deconvolution (MDD) process. However, the current MDD formulation, and hence method, relies on separation of waves traveling inward and outward through the boundary of the medium of interest. As a consequence, it is predominantly useful when receivers are illuminated from one side only. This puts constraints on the applicability of the current MDD formulation to omnidirectional wavefields. In this paper, a modified formulation of the theory underlying interferometry by MDD is presented. This modified formulation eliminates the requirement to separate inward and outward propagating wavefields and, consequently, holds promise for the application of MDD to non-isotropic, omnidirectional wavefields. © 2017 Acoustical Society of America. https://doi.org/10.1121/1.5007833

I. INTRODUCTION

It has been shown that the Green’s function of a medium can be retrieved by simple crosscorrelation of existing recordings. In its simplest form, this can be achieved using wavefield observations by only two receivers: the crosscorrelation process turns one of these receivers into a so-called “virtual source,” whose response is retrieved by the other receiver. In case of controlled sources, the crosscorrelation process involves an additional summation over the available controlled-source positions. Over the last decade, numerous applications have emerged that rely on the explicit relation between the crosscorrelation and the medium’s Green’s function. Obtaining the virtual-source response by means of simple crosscorrelations will be referred to as “interferometry by crosscorrelation” in this paper.

Only under specific conditions can responses obtained through interferometry by crosscorrelation be related to the medium’s Green’s function. First, in the absence of sources inside the medium of interest, this medium is required to be lossless. Second, the medium needs to be illuminated with equal power from all directions. Often these conditions are not fulfilled, and, at best, an estimate of the medium’s Green’s function is retrieved. The specific conditions associated with interferometry by crosscorrelation can be explained by the fact that the underlying theory stems from a correlation-type Green’s function representation. Starting from a convolution-type Green’s function representation, however, the theory underlying interferometry by crosscorrelation can be reformulated in terms of a multidimensional deconvolution (MDD) process. Interferometry by MDD relaxes the conditions inherent to interferometry by crosscorrelation. Most notably, MDD acknowledges the three-dimensional nature of the wavefield by means of a so-called point-spread function (PSF). This PSF captures irregularities in the illumination pattern. Multidimensionally deconvolving the responses obtained through interferometry by crosscorrelation by the PSF corrects for non-uniformities in the illumination pattern. That is, MDD has the ability to remove artefacts from those responses.

The less severe requirements of MDD regarding medium properties and illumination pattern trade off with greater requirements concerning receiver geometry: whereas a single pair of receivers suffices to estimate the medium Green’s function by means of simple crosscorrelation, MDD of this estimate by the PSF requires the virtual source to be part of a “contour” of receivers. This contour can be interpreted as an artificial boundary of the medium that one wants to image, and which does not necessarily coincide with a physical boundary. The PSF is constructed from the...
wavefield observations by the receivers along this boundary. Additionally, inward and outward propagating waves need to be separated along this boundary: only waves propagating into the medium that one wants to image should be considered. The latter requirement is a direct consequence of the simplification of the integrand of the convolution-type Green’s function representation, which is inherent in the derivation of the conventional MDD formulation. This simplification follows from the assumption that the medium outside the region of interest (the region of interest being the medium whose Green’s function one wants to retrieve) is homogeneous. In other words, absorbing boundary conditions apply on the boundary along which the PSF is computed. In this work we show that, alternatively, reflecting boundary conditions can be assumed along (part of) this boundary. This assumption renders the separation of inward and outward propagating waves unnecessary. The retrieved responses, however, contain artificial “reflections” from the boundary closing the medium of interest.

In the following, we first briefly review the conventional simplification of the convolution-type Green’s function representation, i.e., the simplification in which absorbing boundaries are assumed. We then derive the alternative MDD formulation assuming reflecting boundary conditions. Using a simple setup, we demonstrate the implications of the reflecting boundary conditions. Subsequently, using a more realistic setup and model, we showcase the advantage of the alternative boundary conditions for the retrieval of virtual-source responses from ambient seismic (surface-wave) noise recorded by ocean-bottom cables. In particular, we show how the modified MDD formulation improves the accuracy of the responses obtained through interferometry by crosscorrelation. Finally, we discuss the results and draw conclusions.

II. CONVOLUTION-TYPE GREEN’S FUNCTION REPRESENTATION

Let us consider the configuration shown in Fig. 1; a volume \(V\) is enclosed by a surface \(S\) with outward pointing normal vector \(n = (n_1, n_2, n_3)\). We define a reference Green’s function \(\mathcal{G}(\mathbf{x}_R, \mathbf{x}, t)\), which gives the pressure at \(\mathbf{x}_R\) due to an impulsive point source of the rate of change of volume injection rate at \(\mathbf{x}\).\(^1^9\) Similar to \(G(\mathbf{x}_R, \mathbf{x}, t)\), we define a Green’s function \(G(\mathbf{x}, \mathbf{x}_S, t)\), which gives the pressure at \(\mathbf{x}\) due to an impulsive point source of the rate of change of volume injection rate at \(\mathbf{x}_S\). Moreover, we prescribe \(\mathbf{x}_S\) to be situated outside \(S\), whereas we choose \(\mathbf{x}_R\) inside \(S\). Importantly, the reference Green’s function \(G(\mathbf{x}_R, \mathbf{x}, t)\) is associated with a reference medium and/or boundary conditions (hence the bar), whereas \(G(\mathbf{x}, \mathbf{x}_S, t)\) is associated with the actual medium. Considering additionally the Green’s function \(G(\mathbf{x}_R, \mathbf{x}_S, t)\) in the actual medium, and assuming identical medium parameters for \(G(\mathbf{x}_R, \mathbf{x}, t)\), \(G(\mathbf{x}, \mathbf{x}_S, t)\) and \(G(\mathbf{x}_R, \mathbf{x}_S, t)\) inside \(S\), but a different reference medium outside of \(S\), a convolution-type representation for the Green’s function can be derived.\(^1^6\)

![FIG. 1. Configuration for the convolution-type Green’s function representation (Eq. (1)). The rays associated with \(G(\mathbf{x}, \mathbf{x}_S, t)\) and \(G(\mathbf{x}_R, \mathbf{x}_S, t)\) represent full responses, including scattered arrivals due to inhomogeneities inside as well as outside \(S\). The reference Green’s function \(\mathcal{G}(\mathbf{x}_R, \mathbf{x}, t)\) represents the full response of the medium in \(V\) plus possible additional effects associated with the choice of the boundary conditions at \(S\) and/or different medium parameters outside \(S\).](https://example.com/figure1.png)

III. ABSORBING BOUNDARY CONDITIONS

The integrand in Eq. (1) can be simplified assuming absorbing boundary conditions along \(S\) for \(G(\mathbf{x}_R, \mathbf{x}, t)\). This implies that its reciprocal \(G(\mathbf{x}, \mathbf{x}_S, t)\) is outward propagating at \(\mathbf{x}\) on \(S\). Furthermore, \(G(\mathbf{x}, \mathbf{x}_S, t)\) can be written as a superposition of inward and outward propagating wavefields at \(\mathbf{x}\) on \(S\). Using pseudo-differential operator theory,\(^2^0\) it can then be shown that the two terms of the integrand in Eq. (1) cancel each other for outward propagating signals of \(G(\mathbf{x}, \mathbf{x}_S, t)\), whereas they coincide in case inward propagating signal of \(G(\mathbf{x}, \mathbf{x}_S, t)\) is considered. Assuming \(S\) to be sufficiently smooth and \(\rho\) constant along \(S\), Eq. (1) therefore simplifies to\(^1^7\)

\[
G(\mathbf{x}_R, \mathbf{x}_S, t) = 2 \int_{\mathcal{S}_{\text{rec}}} \tilde{G}_d(\mathbf{x}_R, \mathbf{x}, t) \ast G^{(\text{in})}(\mathbf{x}, \mathbf{x}_S, t) \, d\mathbf{x}. \tag{2}
\]
The subscript \(d\) denotes that \(\hat{G}_d\) is a dipole Green’s function:
\[
G_d(x, x, t) = -[1/\rho] \nabla G(x, x, t) \cdot n.
\]
We have replaced \(S\) with \(S_{\text{rec}}\), which comprises part of \(S\) on which \(G^{(\text{in})}(x, x, t) \neq 0\) (and able to be separated from \(G^{(\text{out})}(x, x, t)\)). Sommerfeld’s radiation condition applies over the half sphere \(S_0\) that closes \(S\). The integral along \(S_0\) therefore evaluates to zero. This also complies with many practical situations in which the integration surface is limited to an open receiver boundary because the wavefield is simply not recorded along a closed boundary. \(S_{\text{rec}}\)

To comply with practice, the Green’s functions related to the observed wavefield are convolved with a (transient) source time function \(s(x_S, t)\), yielding
\[
p(x_r, x_s, t) = 2 \int_{S_{\text{rec}}} \hat{G}_d(x_r, x, t) * p^{(\text{in})}(x, x_s, t) \, dx,
\]
for all \(k\). Introducing the auxiliary location variable \(x'\) along \(S_{\text{rec}}\) (Fig. 2), the normal equation is obtained by crosscorrelating both sides of Eq. (4) with \(p^{(\text{in})}(x', x_{S}^{(k)}, t)\) and taking the sum over all sources. \(S_{\text{rec}}\)

Equation (5) shows how the crosscorrelation function \(C(x_r, x', t)\) (CCF) is proportional to the sought-for dipole Green’s function \(G_d(x_r, x, t)\), smeared in space and time by \(\Gamma(x, x', t)\), which is referred to as the PSF. If the sources do not illuminate \(S_{\text{rec}}\) uniformly, the distortion of \(C(x_r, x', t)\) with respect to \(G_d\) is quantified by the PSF. MDD involves deconvolving the CCF by the PSF. In practice, this requires discretization of the integral along \(S_{\text{rec}}\). For a single frequency, Eq. (5) can then be written in matrix notation as
\[
\hat{C} = 2\hat{G}_d \hat{\Gamma},
\]
where the rows and columns of \(\hat{C}\) correspond to different \(x_r\) and \(x'\), respectively; \(\hat{G}_d\) and \(\hat{\Gamma}\) are organized accordingly. The hat indicates that the matrices are defined in the frequency domain. Equation (8) is solved for each discrete frequency individually. Right multiplying Eq. (8) by the stabilized inverse of \(\hat{\Gamma}\) gives
\[
\hat{G}_d = \frac{1}{2} \hat{C} (\hat{\Gamma} + c^2 \mathbf{I})^{-1},
\]
where \(\mathbf{I}\) denotes the identity matrix and \(c\) is a small number. Details regarding the inversion can be found in earlier work. \(\mathbf{V}\)

Successful inversion for \(G_d(x_r, x, t)\) has been reported using crosswell seismic reflection data, \(\mathbf{V}\)

Reflection data in an arctic environment, \(\mathbf{V}\)

and ambient seismic surface-wave data. \(\mathbf{V}\)

There are settings in which the medium of interest, i.e., \(\mathbf{V}\), is surrounded by sources and/or scatterers. The signals originating from these sources and/or scatterers may not have coinciding source time functions. Moreover, their spatial distribution may not be uniform. The irregularity of the resulting illumination pattern implies that the CCF does not accurately estimate the medium’s Green’s function between \(x'\) and \(x_r\). At the same time, the (non-uniform) omnidirectional illumination pattern implies that waves traverse the boundary surrounding \(\mathbf{V}\) in both directions, which renders wavefield separation along \(\mathbf{V}\) necessary for application of the MDD scheme described above. Separation of inward and outward propagating waves, however, is not always straightforward and/or possible. In Sec. IV we show that,
for such cases, it may be more appropriate to assume reflecting boundary conditions along $S$ in the reference medium.

**IV. REFLECTING BOUNDARY CONDITIONS**

Recall that the convolution-type representation for the Green’s function between $x_S$ and $x_R$ [i.e., Eq. (1)] relies on Green’s functions that are not necessarily associated with the same medium. The $G(x, x_S, t)$ are associated with the actual medium (and hence the observed wavefield), but the $G(x_R, x, t)$ are associated with a medium that possibly has different boundary conditions at $S$ and/or different medium parameters outside $S$. (In $\nabla$, however, the medium parameters are the same for both Green’s functions.) An alternative simplification of the integrand in Eq. (1) can therefore be obtained by assuming a reflecting boundary in the reference medium. Two types of reflecting boundary conditions can be considered: (i) zero pressure along $S_{\text{rec}}$, i.e., $G(x, x_S, t) = 0$, or (ii) zero particle acceleration perpendicular to $n$.

By invoking source-receiver reciprocity, which implies that $G(x_R, x, t) = G(x, x_R, t)$ and $\nabla G(x_R, x, t) = -\nabla G(x, x_R, t)$, the integrand in Eq. (1) can subsequently be simplified. In the next two sections we consider the two types of reflecting boundary conditions separately. In both cases, however, the application of MDD may result in the retrieval of reflections from the boundary of receivers. In Sec. IV C, we highlight the potential of the alternative simplification for the purpose of retrieving virtual-source surface-wave responses from recordings of ambient seismic (surface-wave) noise.

**A. Zero pressure along $S_{\text{rec}}$**

Let us assume that the pressure vanishes along $S_{\text{rec}}$, i.e., $G(x, x_S, t) = 0$ along $S_{\text{rec}}$; note that this means that also the particle acceleration tangent to $S_{\text{rec}}$ vanishes. By invoking source-receiver reciprocity ($G(x_R, x, t) = G(x, x_R, t)$) and assuming again the density to be constant along $S_{\text{rec}}$, Eq. (1) can then be simplified to

$$G(x_R, x_S, t) = \int_{S_{\text{rec}}} \tilde{G}_d(x_R, x, t) * G(x, x_S, t) \, dx.$$  \hspace{1cm} (10)

This equation is similar to Eq. (2), but has two notable differences. First, instead of the inward propagating wavefield on $S_{\text{rec}}$, the full wavefield is considered. Second, the right-hand side of Eq. (10) lacks a factor two. Physically, the absence of this factor can be explained by the reflecting nature of $S_{\text{rec}}$: the arrivals in $\tilde{G}_d(x_R, x, t)$ that are not associated with reflections from $S_{\text{rec}}$ have simply twice the amplitude of the same arrivals in $G_d(x_R, x, t)$ in Eq. (2). Again, $S_{\text{rec}}$ only needs to be comprised of those parts of $S$ through which wavefields are propagating into $\nabla$. It suffices to evaluate the integral over $x$ along these parts, because Sommerfeld’s radiation condition applies along the remaining parts. Whether $S_{\text{rec}}$ is in practice a closed or an open receiver boundary therefore depends on the illumination pattern. Figure 3 shows an example of a configuration for which reflecting boundaries in the reference medium are a convenient choice.

![FIG. 3. Configuration associated with reflecting boundary conditions where the pressure is prescribed to be zero along $S_{\text{rec}}$ in the reference medium. The retrieved Green’s function $G_d$ includes “reflections” from the receiver boundary (note that not all reflections are drawn here). The meaning of the different symbols is given in Fig. 1.](image)

Just as in Sec. III, we consider a source with a source time function $s(x_S, t)$. Using this, Eq. (10) can be written as

$$p(x_R, x_S, t) = \int_{S_{\text{rec}}} \tilde{G}_d(x_R, x, t) * p(x, x_S, t) \, dx,$$  \hspace{1cm} (11)

where $p(x, x_S, t) = G(x, x_S, t) * s(x_S, t)$. Assuming many sources exist outside of $S_{\text{rec}}$ (possibly with different source time functions, source types, and source extents), the normal equation is obtained in a similar way as in Sec. III. That is, we crosscorrelate both sides with the $p(x', x_S^{(k)}, t)$ (pressure of full wavefield at $x'$ due to source number $k$ at source position $x_S^{(k)}$),

$$C(x_R, x', t) = \int_{S_{\text{rec}}} \tilde{G}_d(x_R, x, t) * \Gamma(x, x', t) \, dx,$$  \hspace{1cm} (12)

where

$$C(x_R, x', t) \equiv \sum_k p(x_R, x_S^{(k)}, t) * p(x', x_S^{(k)}, -t),$$  \hspace{1cm} (13)

and

$$\Gamma(x, x', t) \equiv \sum_k p(x, x_S^{(k)}, t) * p(x', x_S^{(k)}, -t).$$  \hspace{1cm} (14)

The expression in Eq. (12) is seemingly similar to the expression in Eq. (5). Both expressions show a CCF that is proportional to a dipole Green’s function smeared in space and time by a PSF. Also, in both cases $S_{\text{rec}}$ only needs to be comprised of those parts of $S$ through which waves are propagating into $\nabla$. Nevertheless, notable differences exist between the two relations. First, this involves the nature of
the dipole Green’s function. The dipole Green’s function in Eq. (5) gives the pressure at \( x_p \) due to a virtual source somewhere on \( S_{\text{rec}} \) for a medium that coincides with the actual medium inside \( \mathbb{V} \), but that is homogeneous on and outside of \( S_{\text{rec}} \). The dipole Green’s function in Eq. (12), however, is associated with a medium that coincides with the actual medium inside \( \mathbb{V} \), but where \( S_{\text{rec}} \) acts as a free surface. \( G_d(x_R, x, t) \) in Eq. (12) therefore contains arrivals due to the “virtual reflector(s)” along \( S_{\text{rec}} \). Second, the CCF and the PSF are computed from different wavefields. In case absorbing boundary conditions are assumed, only waves that propagate into \( \mathbb{V} \) should be used to compute the CCF and PSF [according to Eqs. (6) and (7), respectively]. To the contrary, Eq. (12) also allows outward propagating wavefields to be included in the computation [manifested by Eqs. (13) and (14)]. As a consequence, solving Eq. (12) for \( G_d(x_R, x, t) \) does not rely on wavefield separation.

In practice, the multiple (non-uniformly distributed) sources may act simultaneously. We comply with this more general case by considering the total responses instead of the individual source responses. In this case, Eq. (11) becomes

\[
p(x_R, t) = \int_{S_{\text{rec}}} G_d(x_R, x, t) \ast p(x, t) \, dx, \tag{15}
\]

where the pressure at \( x_R \) and \( x \) is given by

\[
p(x_R, t) = \sum_k G(x_R, x_s^{(k)}, t) \ast s(x_s^{(k)}, t), \tag{16}
\]

and

\[
p(x, t) = \sum_k G(x, x_s^{(k)}, t) \ast s(x_s^{(k)}, t), \tag{17}
\]

respectively.

Using Eqs. (16) and (17), the CCF and PSF can be defined as

\[
C(x_R, x', t) \equiv \langle p(x_R, t) \ast p(x', -t) \rangle \tag{18}
\]

and

\[
\Gamma(x, x', t) \equiv \langle p(x, t) \ast p(x', -t) \rangle, \tag{19}
\]

respectively, where \( \langle \rangle \) denotes the ensemble average. Clearly, Eq. (12) still holds for these definitions of the CCF and PSF. Note that for the special case of mutually fully uncorrelated (noise) sources, Eqs. (18) and (19) reduce to Eqs. (13) and (14), respectively. This is because in this case \( s(x_s^{(k)}, t) \ast s(x_s^{(k)}, -t) = S(x_s^{(k)}, t)\delta_{ji} \), where \( \delta_{ji} \) is the Kronecker delta and \( S(x_s^{(k)}, t) \equiv s(x_s^{(k)}, t) \ast s(x_s^{(k)}, -t) \). In application to ambient seismic/acoustic noise, ensemble averaging is in practice often replaced by time averaging.\(^9\,28\)

Furthermore, temporal normalization and/or spectral whitening may need to be applied to mitigate the adverse effects arising from the lack of stationarity of the recorded noise field.\(^9,30\)

Inversion of Eq. (12) is similar to the inversion of Eq. (5): \( G_d(x_R, x, t) \) is retrieved through Eq. (9), but without the factor \( 1/2 \) at the right-hand side and with the CCF and PSF computed according either to Eqs. (13) and (14), or to Eqs. (18) and (19), respectively. In the latter case, the degree of correlatedness of the (noise) sources determines the stability of the inversion for \( G_d(x_R, x, t) \).\(^9\) Sources that are mutually not fully uncorrelated, may lead to difficulties in the inversion.

It should be understood that although the expression in Eq. (11) is completely general, the application of MDD to retrieve \( G_d(x_R, x, t) \) relies on waves propagating into \( \mathbb{V} \) to generate the reflections. That is to say, in case a virtual reflector is not illuminated from outside \( \mathbb{V} \), inversion of \( G \) will not be feasible. We demonstrate this in the Appendix by synthesizing the PSF for a simple one-dimensional configuration. Finally, we note that for receiver configurations for which reflecting boundaries are a convenient choice, the assumption of a constant density along \( S_{\text{rec}} \) may well not be very realistic. In that case, the retrieved dipole Green’s function is simply scaled differently for different virtual-source positions, i.e., \( G_d(x_R, x, t) \equiv \langle -1/\rho(x) \rangle V G(x_R, x, t) \cdot n \).

We demonstrate the modified MDD scheme for the two-dimensional configuration depicted in Fig. 4. The medium considered here is a homogeneous, acoustic half-space below a free surface. The medium of interest, i.e., \( \mathbb{V} \), is located between two vertical receiver arrays, and is illuminated by two vertical source arrays along which sources are regularly placed. Note that this model merely serves as a proof of concept; in Sec. IV C, we consider a more realistic illumination pattern and medium. Together, the two receiver arrays comprise \( S_{\text{rec}} \), implying that the pressure is prescribed to be zero in the reference medium. Consequently, Eq. (11) applies along these two lines. Furthermore, the line \( x_3 = 0 \) m acts as a free surface in both the actual and the reference medium. Since, by definition, the acoustic pressure vanishes at the free surface, the integrand in Eq. (1) is zero along this line [i.e., both \( G(x_R, x, t) \), which coincides with \( G(x, x_s, t) \) because of source-receiver reciprocity, and \( G(x, x_s, t) \) are zero along \( x_3 = 0 \) m].

The absence of sources at \( x_3 > 2400 \) m ensures that no waves propagate upward through the boundary \( x_3 = 2400 \) m into \( \mathbb{V} \). However, the absence of receivers along \( x_3 = 2400 \) m implies that we consider a medium \( \mathbb{V} \) that is not entirely enclosed by \( S_{\text{rec}} \). Moreover, the fact that the two vertical receiver arrays do not extend beyond \( x_3 > 2400 \) m (i.e., they have a finite aperture) implies that the integral in Eq. (10) does not represent \( G(x_R, x_s, t) \) entirely accurately for the configuration in Fig. 4. This stems from the fact that \( G(x_R, x_s, t) \) is not accurately represented by the integral in Eq. (1) in this case. Only when the receiver boundaries were to extend down to infinity would the convolution-type representation be exact.\(^32\) However, since application of MDD relies on illumination by a multitude of sources, we expect the artefacts resulting from the truncation of the receiver boundary to be relatively minor. This is because, for a specific arrival in a specific \( G(x_R, x_s, t) \) associated with a specific source, a specific point \( x_4 \) acts along \( S_{\text{rec}} \) for which the phase of the integrand in Eq. (10) [or Eq. (2) in case of absorbing boundary conditions and single-sided illumination] is stationary. In addition, because a multitude of
sources exist outside of \( \mathbb{V} \), the arrival in \( G_d(x_R, x_d, t) \) associated with this specific arrival in \( G(x_R, x_S, t) \) may additionally be associated with a second arrival in a second Green’s function between a second source and \( x_R \), but for which the integrand has the same stationary point. In the MDD process, both sources will contribute to the retrieval of \( G_d(x_R, x_d, t) \). As long as the stationary point does not coincide with the point at which \( \mathcal{S}_{\text{rec}} \) is truncated, however, the phase of the integrand will be different for the two different sources at the truncation point. It is therefore that we expect the multidimensional inversion to mitigate the effect of the truncation of the receiver boundary. A detailed analysis, however, is beyond the scope and purpose of this work.

Each source in our model emits a Ricker wavelet with a central frequency of 10 Hz and unit maximum amplitude. For impulsive point sources of the rate of change of volume injection rate and a time dependence \( e^{i\alpha t} \) (\( \alpha \) denotes angular frequency), the direct arrival in the frequency-domain Green’s function, denoted by \( \hat{G}(x_A, x_B, \omega) \), is simply given by a zeroth order Hankel function of the second kind, i.e.,

\[
\hat{G}(x_A, x_B, \omega) = (-i\omega/4)H_0^{(2)}(\omega|x_A - x_B|/c)
\]

for any \( x_A \) and \( x_B \) [two-dimensional solution to Eq. (20) in Wapenaar and Fokkema4]. Of course, the full Green’s functions \( G(x_R, x_S, t) \) and \( G(x, x_S, t) \) contain an additional reflection from the free surface. The velocity \( c = \sqrt{K/\rho} \) is based on the bulk modulus and density of water, i.e., \( K = 2.2 \times 10^9 \) Pa and \( \rho = 1000 \) kg/m³, respectively.

Figure 5 compares the virtual-source response obtained through interferometry by crosscorrelation to the virtual-source response obtained through the application of the MDD formulation derived in this section. The peaks at negative time disappear through the inversion, whereas additional peaks appear at positive time because of the reflecting nature of \( \mathcal{S}_{\text{rec}} \) [Fig. 5(a)]. Because the regularly placed sources result in a (close to) uniform illumination pattern, the CCF and the direct arrival of the dipole Green’s function arrive at the same time (arrival 1). The virtual-source response obtained through the application of interferometry by MDD has a higher frequency content than the response obtained through MDD. In part, this can be explained by the fact that interferometry by crosscorrelation results in retrieval of a virtual-source response which, in the frequency-domain, is divided by \( \omega \) [see Eq. (32) in Wapenaar and Fokkema4]. In contrast, the dipole character of the virtual-source response retrieved through MDD implies a multiplication by \( \omega \) in that domain. Furthermore, we observe that the amplitude of the

![FIG. 4](image1.png)

FIG. 4. (Color online) Model setup for MDD assuming a reflecting boundary in the reference medium along the two vertical receiver arrays at \( x_1 = 1200 \) m and \( x_3 = 3200 \) m. The receiver separation is 25 m and they extend down to 2400 m depth (the scales along the \( x_1 \) and \( x_3 \) axes coincide). Two vertical source arrays, located at \( x_1 = 400 \) m and \( x_3 = 4000 \) m, respectively, are placed outside of the medium of interest. The interval and maximum depth of the source arrays coincide with the interval and maximum depth of the receiver arrays. For display purposes, only every fourth source and receiver is depicted. The receiver acting as a virtual source is shown in red. The virtual-source response is retrieved at the location of the green receiver. The numbered trajectories indicate the paths associated with the different arrivals in Fig. 5.

![FIG. 5](image2.png)

FIG. 5. (Color online) Comparison of interferometry by crosscorrelation with MDD assuming reflecting boundary conditions. In (a), the responses retrieved using interferometry by crosscorrelation (red line) and MDD (green line) are compared; (b) shows the retrieved dipole Green’s function over a longer time range. The numbers of the different arrivals in a correspond to the paths depicted in Fig. 4. For comparison, the retrieved dipole Green’s function is convolved with the autocorrelation of the sources. Amplitudes are normalized.
free-surface reflection of the MDD response (arrival 2) is lower than the amplitude of the free-surface reflection in the CCF. This can be explained by the inner product with the normal to the receiver boundary implicit in $G_d$.

Arrivals 3 and 4 are the direct result of the alternative MDD formulation. These arrivals are due to reflections from the receiver boundary at $x_1 = 3200$ m (note the opposite polarity of arrival 3 compared to arrival 1). In addition to these two arrivals, other arrivals exist. For example, consider the arrival associated with the wave emitted by the virtual source, reflected from the receiver boundary at $x_1 = 3200$ m, the free surface, and the receiver boundary at $x_1 = 1200$ m, respectively, and finally retrieved by the receiver at $x_R$. These later arrivals, however, have arrival times that approximately coincide with the horizontally traveling reverberations and hence cannot be distinguished [Fig. 5(b)]. It is clear from Fig. 5(b) that the reflecting boundary condition causes the signal to reverberate within $\mathcal{V}$. By muting the (virtual) reverberations of the response, one could extract the (improved) MDD response. For more complex media, however, this may not be trivial. Finally, we note that the truncation at $x_1 = 2400$ m of the source array along $x_1 = 400$ m gives rise to spurious arrivals around $t = 0.45$ s (denoted by $T1$) and $t = 0.65$ s (denoted by $T2$); spurious arrival $T1$ is associated with the free surface reflection of the truncation arrival. We observe that MDD mostly corrects for the truncation effect, but cannot completely undo it. We also observe that the truncation arrivals reverberate in the reference medium.

**B. Zero particle acceleration perpendicular to $S_{\text{rec}}$**

Let us now assume that $\nabla \vec{G}(\vec{x}, \vec{x}_R, t) \cdot \vec{n} = 0$ along $S_{\text{rec}}$. This assumption implies that the particle acceleration perpendicular to $S_{\text{rec}}$ vanishes. By invoking the reciprocity relation $\nabla \vec{G}(\vec{x}_R, \vec{x}, t) = \nabla \vec{G}(\vec{x}, \vec{x}_R, t)$, where in both cases the spatial derivative is computed on $S$ (i.e., at $\vec{x}$), we find that Eq. (1) reduces to

$$G(\vec{x}_R, \vec{x}_S, t) = \int_{S_{\text{rec}}} \frac{1}{\rho(\vec{x})} \, \nabla \vec{G}(\vec{x}, \vec{x}_S, t) \cdot \vec{n} \, d\vec{x}. \tag{20}$$

In this case, the wavefield at $S_{\text{rec}}$ is propagated to $\vec{x}_R$ through $\mathcal{V}$ by the propagator $G(\vec{x}_R, \vec{x}, t)$. By introducing the Green’s functions for particle acceleration,

$$G^{(a)}(\vec{x}_R, \vec{x}_S, t) \equiv -\frac{1}{\rho(\vec{x}_R)} \nabla \vec{G}(\vec{x}_R, \vec{x}_S, t), \tag{21}$$

$$G^{(a)}(\vec{x}_R, \vec{x}, t) \equiv -\frac{1}{\rho(\vec{x}_R)} \nabla \vec{G}(\vec{x}_R, \vec{x}, t), \tag{22}$$

and

$$G^{(a)}(\vec{x}, \vec{x}_S, t) \equiv -\frac{1}{\rho(\vec{x})} \nabla \vec{G}(\vec{x}, \vec{x}_S, t), \tag{23}$$

we adhere to the case where particle acceleration is the measured wavefield quantity. Using these Green’s functions, multiplication of both sides of Eq. (20) with $[1/\rho(\vec{x}_R)] \nabla_{\vec{x}_R}$ (where the subscript $R$ denotes explicitly that the spatial derivative is computed at $\vec{x}_R$) gives

$$G^{(a)}(\vec{x}_R, \vec{x}_S, t) = -\int_{S_{\text{rec}}} \nabla \vec{G}(\vec{x}_R, \vec{x}, t) \cdot \vec{n} \, d\vec{x}. \tag{24}$$

Consider again a multitude of sources illuminating $\mathcal{V}$, each with a different location $\vec{x}_S^{(k)}$ and source time function $s(\vec{x}_S^{(k)}; t)$. By convolving both sides of Eq. (24) with $s(\vec{x}_S^{(k)}; t)$, we obtain for each of these sources

$$a(\vec{x}_R, \vec{x}_S^{(k)}, t) = -\int_{S_{\text{rec}}} \nabla \vec{G}(\vec{x}_R, \vec{x}, t) \cdot \vec{n} \, d\vec{x}, \tag{25}$$

where $a(\vec{x}_R, \vec{x}_S^{(k)}, t) \equiv G^{(a)}(\vec{x}_R, \vec{x}_S^{(k)}, t) \ast s(\vec{x}_S^{(k)}; t)$ and $a(\vec{x}, \vec{x}_S^{(k)}, t) \equiv G^{(a)}(\vec{x}, \vec{x}_S^{(k)}, t) \ast s(\vec{x}_S^{(k)}; t)$. Just as for Eqs. (3) and (11), the source at $\vec{x}_S^{(k)}$ may also be an extended source (and/or of a different type). In that case, $a(\vec{x}_R, \vec{x}_S^{(k)}, t)$ and $a(\vec{x}, \vec{x}_S^{(k)}, t)$ represent the responses at $\vec{x}_R$ and $\vec{x}$, respectively, integrated over the extended source (and/or due to the different source type).

Retrieval of $G^{(a)}(\vec{x}_R, \vec{x}, t)$ involves the application of MDD. Once again, this is achieved by solving the set of equations associated with the multitude of sources in a least-squares sense. In this case, the normal equation is obtained by crosscorrelating both sides with $[a(\vec{x}', \vec{x}_S^{(k)}, t) \cdot \vec{n}]$ (inner product between normal vector and particle acceleration of the full wavefield at $\vec{x}'$ due to source number $k$ at source position $\vec{x}_S^{(k)}$),

$$C(\vec{x}_R, \vec{x}', t) = \int_{S_{\text{rec}}} \nabla \vec{G}(\vec{x}_R, \vec{x}, t) \cdot \Gamma(\vec{x}, \vec{x}', t) \, d\vec{x}, \tag{26}$$

where

$$C(\vec{x}_R, \vec{x}', t) \equiv \sum_k a(\vec{x}_R, \vec{x}_S^{(k)}, t) \ast [a(\vec{x}', \vec{x}_S^{(k)}, -t) \cdot \vec{n}]$$

and

$$\Gamma(\vec{x}, \vec{x}', t) \equiv \sum_k [a(\vec{x}, \vec{x}_S^{(k)}, t) \cdot \vec{n}] \ast [a(\vec{x}', \vec{x}_S^{(k)}, -t) \cdot \vec{n}]. \tag{28}$$

Equation (26) shows that CCF is proportional to $G^{(a)}(\vec{x}_R, \vec{x}, t)$ smeared in space and time by $\Gamma(\vec{x}, \vec{x}', t)$. Note that this PSF is the same for each of the three components $x_1$, $x_2$, and $x_3$. Just as in Sec. IV A, successful application of MDD relies on (non-isotropic) wavefields propagating into as well as out of $\mathcal{V}$ through $S_{\text{rec}}$.

**C. Potential for the retrieval of ambient seismic noise surface-wave responses**

Settings exist in which sources and/or scatterers surround the medium of interest, but illuminate it with varying
intensity. The non-uniform illumination precludes accurate Green’s function estimation by the CCF, whereas, at the same time, its omnidirectional nature requires separation of inward and outward propagating waves to allow application of conventional (absorbing boundary) MDD. For such wavefields, the MDD formulation resulting from the reflecting boundary conditions is of particular interest. A notable example is the ambient seismic (surface-wave) wavefield, which, over the past decade, has been exploited in numerous studies.\textsuperscript{6,21,28,33,34} In this section, we showcase the advantage of the alternative boundary conditions for the application of MDD to ambient seismic noise recorded by ocean-bottom cables. Their aperture and dense spatial sampling\textsuperscript{35,36} make these deployments particularly well suited for the application of MDD.

In case of seismic waves, the formulation underlying MDD results from a simplification of the elastodynamic convolution-type representation theorem for the Green’s function between $\mathbf{x}_S$ and $\mathbf{x}_R$.\textsuperscript{21,37} Just as the acoustic convolution-type representation theorem [i.e., Eq. (1)], the elastodynamic representation theorem can be simplified assuming absorbing or reflecting boundary conditions. The ambient seismic field at the Earth’s surface, however, is often dominated by single-mode (dispersive) surface waves.\textsuperscript{28,38} In addition, along the surface of a laterally homogeneous and isotropic earth, the behavior of this type of waves is very similar to scalar body waves in a two-dimensional homogeneous lossy medium, but with $c = c(\omega)$.\textsuperscript{39} That is, the frequency-domain Green’s function describing the particle velocity at the surface of such an earth is proportional to the zeroth-order Hankel function described in Sec. IV A.\textsuperscript{40}

The configuration of the receiver array, as well as the location and relative strength of the modeled sources, is shown in Fig. 6. The closed receiver boundary has an east–
west and north–south extent of 10 and 5 km, respectively. This resembles the aperture of contemporary ocean-bottom deployments. The receiver boundary is illuminated by 500 randomly placed sources, whose spatial placement is governed by a non-uniform probability distribution; for example, more sources are (expected to be) placed west of the receiver boundary than south. In accordance with the theory of Sec. IV A, no sources are prescribed inside the receiver boundary. Furthermore, the sources vary in amplitude: the function describing a source’s amplitude as a function of frequency (Fig. 7; top) is scaled by a factor that varies per source. The homogeneous medium has been perturbed by a single isotropic point scatterer. The strength of this point scatterer, which is capped by the optical theorem, has been given the maximum amplitude possible in two dimensions, i.e., its scattering amplitude is given by \( k = \frac{\omega}{c(\omega) - i x(\omega)} \). Here, \( c(\omega) \) and \( x(\omega) \) denote the (frequency dependent) phase velocity and attenuation coefficient, respectively. Because we assume the medium to be only slightly dissipative (\( x \) is small in the sense that \( x \ll \omega / c \)), the complex wavenumber can be approximated by \( \frac{1 - i(\omega/c)k}{\sqrt{1 - (2ixc/\omega)}} \). The Hankel function may then be approximated by \( H_0^2(\omega |x_R - x_S|) \). where \( k \) is the wavenumber, and \( x_S \) and \( x_R \) are the source and receiver location, respectively. We assume a dissipative medium, which implies that \( k \) is complex-valued with its real and imaginary part coinciding with \( c(\omega) \) and \( -x(\omega) \), respectively. Weemstra et al.

FIG. 8. (Color online) Responses of virtual sources 1–150 retrieved at \( x_R \); only every fifth virtual-source response is shown. Responses retrieved through interferometry by crosscorrelation are depicted in red, whereas responses retrieved through MDD are depicted in green. In both cases, the retrieved responses are plotted on top of the directly modeled responses (dashed black line). The latter responses are modeled in the actual medium, and hence do not contain virtual reflections from the rectangular receiver boundary. For comparison, these directly modeled responses are also depicted individually in the leftmost (interferometry by crosscorrelation) and rightmost (MDD) panels. Note that these differ because of the dipole character of the retrieved MDD responses (inner product with the receiver boundary). The retrieved and directly modeled dipole Green’s functions are convolved with the autocorrelation of the sources for comparison. The values on the vertical axis refer to the boundary receiver numbers (Fig. 6); the corners of the boundary are indicated for reference. The dashed boxes indicate the traces shown in Fig. 11.
velocity $c(\omega)$ decrease with increasing angular frequency according to Fig. 7 (bottom); the attenuation coefficient $\alpha$ is set to a constant value of $7.5 \times 10^{-5}$ m$^{-1}$ for all frequencies. Note that both phase velocity and frequency-dependent amplitude (Fig. 7) of the sources are modeled using reasonable values for Scholte waves traveling along the sea bed.42

We first consider the noise sources (random phases in the frequency domain) to act sequentially, which implies that the CCF and PSF are computed by summing crosscorrelations over source locations [i.e., as in Eqs. (13) and (14), respectively]. Figures 8 and 9 present the virtual-source responses of every fifth virtual source along the rectangular receiver array. These responses are retrieved at $x_R$. The responses retrieved using interferometry by crosscorrelation and MDD, as well as the directly modeled responses, are all normalized by the maximum amplitude of the response of the 38th virtual source, which is the boundary receiver that is closest to $x_R$. Relative amplitude differences between different virtual-source responses are therefore maintained. Importantly, the directly modeled responses are the responses associated with the actual medium, instead of the reference medium. That is, these responses do not contain virtual reflections associated with the rectangular receiver boundary.

The responses retrieved through interferometry by crosscorrelation (i.e., the CCF) contain significantly more
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FIG. 10. (Color online) Responses of virtual source number 228. The virtual source response retrieved through interferometry by crosscorrelation is depicted at the bottom by the red solid line, whereas the response retrieved through MDD is depicted at the top by the green solid line. In both cases, the retrieved responses are plotted on top of the directly modeled responses in the actual medium (dashed black line). Note that these differ because of the dipole character of the retrieved MDD responses (inner product with the receiver boundary). The retrieved and directly modeled dipole Green’s functions are convolved with the autocorrelation of the sources for comparison. Note the energy arriving at around 18 s in the MDD response, which is virtually reflected from the opposite receiver boundary.
and stronger spurious arrivals. For example, significant spurious energy is present for virtual-source numbers 223–268. In contrast, responses obtained through the application of MDD are practically free of spurious arrivals prior to the direct arrival. Upon comparison of the responses of a single virtual source (Fig. 10), this becomes particularly clear. Additionally, the amplitudes of the responses retrieved through the application of interferometry by crosscorrelation exhibit a considerable misfit with respect to the amplitudes of the directly modeled responses. This amplitude misfit disappears after deconvolution of the CCF by the PSF. Note that the amplitudes of the responses retrieved through interferometry by crosscorrelation and MDD differ differently for different virtual sources because of the dipole character of the MDD response. Both the amplitude corrections and the suppression of spurious energy demonstrate how the application of MDD removes the adverse effects of azimuthal and spatial variations in the illumination pattern.

Apart from the direct surface-wave arrival, the virtual-source responses contain an arrival scattered from the isotropic point scatterer. Additionally, however, the virtual-source responses retrieved through the application of MDD contain many other arrivals trailing the direct surface wave. These arrivals are due to the receiver boundary acting as a virtual reflector and are well observable in Figs. 8 and 9. The virtual reflection from the opposite receiver boundary is particularly conspicuous in Fig. 10. In principle, the actual medium response could be recovered by muting these virtual arrivals. In practice, many strong heterogeneities in $V$, i.e., in the actual medium, and/or crooked receiver boundaries may complicate the separation in time of the actual medium response and the arrivals associated with the reflecting receiver boundaries. In Fig. 11, we compare the arrivals scattered from the isotropic point scatterer. We observe that both timing and amplitude of the MDD responses are more accurate. The additional arrival around $t = 15$ s can be attributed to the reflection from the receiver boundary of the isotropically scattered virtual-source signal.

Using the configuration in Fig. 6, we conduct a second numerical experiment where we consider simultaneously acting, mutually uncorrelated noise sources. Consequently, each receiver’s recording is a superposition of the noise originating from the 500 noise sources. A total of 576 noise windows (or realizations) have been modeled, each with a duration of 2.5 min. In total, this adds up to one day of ambient seismic surface-wave noise. Figure 12 gives an example of 2.5 min of noise recorded by the receiver at $x_R$.

In Fig. 13, the virtual-source responses retrieved through interferometry by crosscorrelation are compared to the virtual-source responses retrieved through the application of MDD (assuming reflecting boundary conditions) for
The acoustic Green’s function between a source outside a medium of interest and a receiver inside that medium can be represented by an integral over the boundary of that medium, where the integrand is a sum of two terms, both temporal convolutions [Eq. (1)]. In the first term, the spatial derivative (at the boundary) of the Green’s function between the source and the boundary is convolved with the Green’s function between the boundary and the receiver. In the second term, the Green’s function between the source and the boundary is convolved with the spatial derivative (at the boundary) of the Green’s function between the boundary and the receiver. Because of the convolutions, this representation for the Green’s function between the source and the receiver is generally referred to as a “convolution-type representation.” Important, however, the Green’s functions describing the wave propagation between the boundary and the receiver can be defined in a different medium than the Green’s functions that describe the waves propagating from the source to the boundary. In this work, the latter Green’s functions are associated with the actual medium, and hence with the Green’s function between the physical source and the receiver, whereas the former Green’s functions are defined between a virtual source and a receiver in a reference medium.

In this work, we let the reference medium coincide with the actual medium inside the medium of interest, but investigate different conditions of the reference medium on and outside of that boundary. Specifically, we consider the reference medium to be of absorbing and of reflecting nature on that boundary. In both cases, a formulation results which allows the retrieval of the Green’s functions between the boundary and the receiver by means of a MDD process. In practice, this implies that the wavefield is required to be captured along the boundary of the medium of interest. The MDD process turns the boundary receivers into so-called virtual sources, whose responses are corrected for illumination-related artefacts and account for dissipation in the medium of interest. This is an improvement with respect to virtual-source responses retrieved through the application of interferometry by crosscorrelation, because these responses have been shown to suffer from irregularities in the illumination pattern.

Conventionally, absorbing boundary conditions are assumed in the reference medium. Because the resulting MDD formulation relies on wavefields propagating exclusively into the medium of interest, it requires omnidirectional wavefields to be separated in inward propagating and outward propagating wavefields along the receiver boundary. Assuming reflecting boundary conditions renders separation of wavefields unnecessary. However, the retrieved Green’s functions contain virtual reflections from the receiver boundary. In other words, the MDD process exploits the (non-uniform) illumination to turn the receiver boundary into a virtual reflector.

Alternative boundary conditions of the medium associated with the deconvolved wavefield have previously been used for the one-dimensional case of a building response.
Similar to our analysis, these authors consider reflecting and absorbing boundary conditions. In their case, however, the boundary conditions follow from the definition of the deconvolution operator, whereas they are prescribed explicitly in this study. As such, they also do not employ the term “reference medium.” An example application of changing the boundary conditions is, in their context, the estimation of intrinsic attenuation.44

The term virtual reflector has been used previously.45 The virtual reflector referred to in this study, however, is rather different from the virtual reflector introduced by those authors. First, we consider sources randomly distributed outside the medium of interest, whose signal is recorded along a receiver boundary encompassing that medium. In contrast, those authors consider a receiver boundary that records the response to a source inside the medium of interest (alternatively, using source-receiver reciprocity, the receiver boundary can be replaced by a source boundary, and the source inside the medium of interest by a receiver). Second, their method yields the response due to a virtual-source inside the medium of interest, instead of on the boundary of that medium. Third, their response lacks the direct arrival and other arrivals associated with internal scattering in the medium of interest.

In Sec. IV C, we have shown the potential of the newly derived MDD formulation for the retrieval of surface-wave responses from recordings of ambient seismic noise. We acknowledge, however, that for such applications, specific preprocessing of the field data will be required.46,47 In general, frequent interruption of the stream of ambient seismic noise by earthquakes and other (anthropogenic) events complicates the application of interferometric methods.46,47 Additionally, the assumption of a single-mode surface wave overwhelming other surface-wave modes may in practice not always be valid,48 requiring different surface-wave modes to be separated prior to application of MDD.47

The responses retrieved through the application of MDD assuming reflecting boundary conditions could be particularly well suited for the purpose of full-waveform inversion (FWI). The computational costs of FWI schemes are known to increase due to the necessity to extend the computational domain outside the domain of interest.49 This domain extension is needed to fulfill the absorbing boundary conditions in the theory underlying full-waveform formulations.50 Clearly, FWI of the virtual-source responses containing virtual reflections will not require such an absorbing layer at the periphery of the numerical domain.

The term coda is conventionally used to describe the relatively late-arriving multiply scattered waves in a seismogram. Due to the reflections from the receiver boundaries, the newly retrieved virtual-source responses will contain artificial, but meaningful, coda. Similar to natural coda waves, these artificial coda waves will have traversed the medium of interest several times and in different directions, and will therefore be more sensitive to structural changes in that medium.51 Formulations (coda-wave sensitivity kernels) could therefore be developed that allow the artificial coda to be exploited for the purpose of time-lapse monitoring.52–54 A potential oceanographic application (of the exploitation) of the artificial coda would be the application of MDD to so-called autonomous vertical line arrays.9,55

In Sec. IV, we mentioned the possibility to mute the virtual reflections in order to retrieve the actual medium response. Of course, in more complex media, it will not be straightforward to distinguish between virtual reflections and arrivals due to internal scattering in the actual medium. In fact, the virtual reflections and the coda of the actual medium response may well overlap in time. Surface-related multiple elimination (SRME) algorithms56 may be adapted for the purpose of removing the virtual reflections. Of course, the fact the amplitudes of different arrivals in the retrieved virtual-source responses are scaled by different factors (depending on the angles at which the ray paths associated with the respective arrivals depart from the receiver boundary) needs to be taken into account in this case. The application (or inclusion) of SRME algorithms in the derived (reflecting boundary) MDD formulation is beyond the scope of this work, however, and will be the subject of future work.
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**APPENDIX: THE PSF IN A ONE-DIMENSIONAL WAVEFIELD**

The expression in Eq. (11) in the main text is completely general. The application of MDD to retrieve $G_{d}(x_{R}, x, t)$, however, relies on waves propagating into $\nabla$ to generate the reflections. In other words, in case a virtual reflector is not illuminated from outside $\nabla$, inversion of $\Gamma$ will not be feasible. We demonstrate this in this appendix by analytically evaluating Eq. (12) for a one-dimensional homogeneous medium. We therefore consider the following (frequency-domain) wave equation:

$$ \frac{1}{\rho} \frac{\partial^{2} \hat{G}(x, x_{S}, \omega)}{\partial x^{2}} + \frac{\omega^{2}}{\rho c^{2}} \hat{G}(x, x_{S}, \omega) = -\delta(x - x_{S}), $$

(A1)

where, as in the main text, the Green’s function $\hat{G}(x, x_{S}, \omega)$ gives the pressure at $x$ due to an impulsive point source of the rate of change of volume injection rate at $x_{S}$. The Green’s function for this wave equation reads

$$ \hat{G}(x, x_{S}, \omega) = -\frac{i\rho c}{2\omega} e^{-\frac{x}{\omega}} e^{-\frac{x_{S}}{\omega} x_{S} / \rho / c}, $$

(A2)

where a Fourier decomposition with time dependence $e^{i\omega t}$ has been performed.

Let us consider two sources, located at $x_{S}^{(1)}$ and $x_{S}^{(2)}$, whose power spectra are given by $\hat{S}^{(1)}(\omega) \equiv \hat{s}(x^{(1)}, \omega) \hat{s}^{*}(x^{(1)}, \omega)$ and $\hat{S}^{(2)}(\omega) \equiv \hat{s}(x^{(2)}, \omega) \hat{s}^{*}(x^{(2)}, \omega)$, respectively (in general, $\hat{s}^{*}$ denotes complex conjugation of the variable $\hat{s}$). The multiplications $\hat{s} \hat{s}^{*}$ correspond to autocorrelations in the time domain. Substitution of the Green’s functions associated with these two sources in the frequency-domain counterparts of Eqs. (13) and (14) gives
\[ \dot{C}(x_R, x', \omega) = \sum_{k=1}^{2} G(x_R, x^{(k)}_R, \omega) G^{*}(x', x^{(k)}_S, \omega) \hat{S}^{(k)}(\omega) \]

\[ = \frac{\rho^2 c^2}{4\omega^2} \left( S^{(1)}(\omega) e^{i\omega(x^{(1)}_R - x^{(1)}_S)/c} + S^{(2)}(\omega) e^{i\omega(x^{(2)}_R - x^{(2)}_S)/c} \right) \]

and

\[ \dot{\Gamma}(x, x', \omega) = \sum_{k=1}^{2} G(x, x^{(k)}_S, \omega) G^{*}(x', x^{(k)}_S, \omega) \hat{S}^{(k)}(\omega) \]

\[ = \frac{\rho^2 c^2}{4\omega^2} \left( S^{(1)}(\omega) e^{i\omega(x^{(1)}_R - x^{(1)}_S)/c} + S^{(2)}(\omega) e^{i\omega(x^{(2)}_R - x^{(2)}_S)/c} \right) \]

Note that we have only considered \( x \neq x' \) for the exponents in Eq. (A4), because the exponents always evaluate to zero for \( x = x' \) (and hence the exponential terms to one).

Just as Eq. (5) can be written in matrix notation in the frequency domain [Eq. (8)], the frequency-domain counterpart of Eq. (12) can be written as

\[ \dot{C} = \dot{G}_d \dot{\Gamma}. \]

In one dimension, the rows and columns of \( \dot{C} \) correspond to different \( x_R \) and \( x' \), respectively; \( \dot{G}_d \) and \( \dot{\Gamma} \) are organized accordingly. In particular, for our configuration, the variables \( x \) and \( x' \) in Eqs. (A3) and (A4) are evaluated over two locations only (\( x^{(1)} \) and \( x^{(2)} \)) and hence \( \dot{\Gamma} \) is a \( 2 \times 2 \) matrix. Because we furthermore consider a single receiver location \( x_R \) for the retrieval of the virtual source responses (see Fig. 14), \( \dot{C} \) and \( \dot{G}_d \) are both \( 1 \times 2 \) matrices. The matrix \( \dot{G}_d \) reads

\[ \dot{G}_d = \left( \dot{G}_d(x_R, x^{(1)}_R, \omega), \dot{G}_d(x_R, x^{(2)}_R, \omega) \right). \]

Using the relations in Eqs. (A5) and (A6), Eqs. (A3) and (A4) yield the following expressions for \( \dot{C} \) and \( \dot{\Gamma} \), respectively:

\[ \dot{C} = \rho^2 c^2 \left( S^{(1)}(\omega) e^{i\omega(x^{(1)}_R - x^{(1)}_S)/c} + S^{(2)}(\omega) e^{i\omega(x^{(2)}_R - x^{(2)}_S)/c} \right) \]

and

\[ \dot{\Gamma} = \rho^2 c^2 \left( S^{(1)}(\omega) e^{i\omega(x^{(1)}_R - x^{(1)}_S)/c} + S^{(2)}(\omega) e^{i\omega(x^{(2)}_R - x^{(2)}_S)/c} \right) \]

The determinant of \( \dot{\Gamma} \), denoted by \(|\dot{\Gamma}|\), reads

\[ |\dot{\Gamma}| = 2S^{(1)}(\omega) \left( 1 - \Re \left[ e^{i\omega(x^{(1)}_R - x^{(2)}_S)/c} \right] \right), \]

where the operator \( \Re[\cdot] \) maps its complex argument into its real part. Successful application of interferometry by MDD relies on the ability to invert \( \dot{\Gamma} \). Equation (A11), however, reveals that there are two cases for which the determinant
of $\hat{\Gamma}$ may evaluate to zero. First, using the fact that 
$\mathcal{R}[1/(x^{n-1}e^{-x^{2}})] = \cos[2\alpha(x^{-1} - x^{-2})/c]$, we observe that $\hat{\Gamma}$ is singular for specific “spurious” frequencies $\omega = n\pi C / (x^{-1} - x^{-2})$, where $n$ is a positive integer. For dissipative media, however, $\Gamma$ will not become singular. This can easily be shown by repeating the analysis above using a Green’s function that accounts for dissipation, i.e., by multiplying the right-hand side of Eq. (A2) by an exponentially decaying term $e^{-x^{2}/2}$.

Second, and more important, we observe that $\hat{\Gamma}$ becomes singular in case either $S^{(1)}$ or $S^{(2)}$ (or both) is zero. This demonstrates that successful inversion of $\hat{\Gamma}$ requires illumination from both sides for our one-dimensional setup. The power of the illumination from one side does not need to coincide with the power of the illumination from the other side too. In fact, just as deconvolution by the PSF corrects virtual-source responses for artefacts due to variations in power of the sources illuminating a two- or three-dimensional medium from one side,\(^{16,17}\) deconvolution by the PSF in Eq. (A10) corrects the virtual-source response for artefacts due to differences between $S^{(1)}$ and $S^{(2)}$ in our one-dimensional model.