A modified Marchenko method to retrieve the wave field inside layered metamaterial from reflection measurements at the surface
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ABSTRACT:
With the Marchenko method, it is possible to retrieve the wave field inside a medium from its reflection response at the surface. To date, this method has predominantly been applied to naturally occurring materials. This study extends the Marchenko method for applications in layered metamaterials with, in the low-frequency limit, effective negative constitutive parameters. It illustrates the method with a numerical example, which confirms that the method properly accounts for multiple scattering. The proposed method has potential applications, for example, in non-destructive testing of layered materials. © 2020 Acoustical Society of America. https://doi.org/10.1121/10.0001761
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I. INTRODUCTION
Building on classical inverse scattering theory,1–4 recent research has opened new ways of retrieving the wave field inside a medium from its reflection response at the surface.5–13 and using this for imaging.14–22 These methods, named after Marchenko,35 have in common that they account for multiple scattering inside the medium and yet require only a single-sided reflection response as input, together with a background model of the medium.

The Marchenko method has almost exclusively been applied to naturally occurring materials (with the exception of an application to non-reciprocal materials23), but it has not yet been applied to metamaterials with, in the low-frequency limit, effective negative constitutive parameters. A classical reference on wave propagation in materials with negative permittivity and permeability is the paper by Veselago,24 in which it is shown that such materials exhibit negative refraction. Since the discovery by Pendry25 that negative refraction makes a perfect lens, there has been a significant interest in electromagnetic wave propagation in metamaterials.26–34 Almost simultaneously, after the first fabrication of an elastic metamaterial with effective negative elastic parameters,35 much research has been directed toward wave propagation in elastic metamaterials.36–45

Here, we modify the Marchenko method for metamaterials. We start by formulating a wave equation that holds for elastodynamic and electromagnetic waves in natural materials and metamaterials. We show that metamaterials, with negative phase slowness and positive group slowness, are by definition dispersive. This implies that a modification of the standard Marchenko method is needed. Next, we derive wave field representations for a layered medium, consisting of a mix of natural materials and metamaterials. Using these representations, we derive the Marchenko method for such a medium. This method uses new window functions that better acknowledge the dispersive behaviour of waves propagating through metamaterial. We conclude by illustrating the modified Marchenko method with a numerical example.

II. WAVE EQUATION FOR NATURAL MATERIALS AND METAMATERIALS

A. Basic equations

Throughout this paper, we consider scalar wave propagation in the two-dimensional (2D) plane. This allows for capturing of different wave phenomena by a unified wave equation. We define the Cartesian coordinate vector in the 2D plane as \( \mathbf{x} = (x_1, x_2) \), where positive \( x_2 \) denotes depth in a horizontally layered medium. Quantities that are a function of space and time are denoted as \( u(x, t) \), where \( t \) stands for time. We define the temporal Fourier transform of \( u(x, t) \) as

\[
\tilde{u}(x, \omega) = \int_{-\infty}^{\infty} u(x, t) \exp(i\omega t) dt,
\]

where \( \omega \) is the angular frequency and \( i \) the imaginary unit. For convenience, quantities in the time and frequency domain are denoted by the same symbol (here \( u \)). The inverse Fourier transform is defined as

\[
u(x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} v(x, \omega) \exp(-i\omega t) d\omega.
\]

Throughout this paper, quantities in the time domain are real-valued, hence Eq. (1) implies \( u(x, -\omega) = u^*(x, \omega) \), where the asterisk denotes complex conjugation. Using this property, the inverse Fourier transform can be rewritten as
where \( \Re \) denotes that the real part is taken. Since the integral is taken over positive frequencies only, it is sufficient to restrict our derivations in the frequency domain to positive frequencies. This avoids complications related to the sign of the frequency.

In the space-frequency domain, we consider the following system of equations in the low-frequency limit for 2D wave propagation in an inhomogeneous, transverse isotropic layered medium, are varying in the negative (DNG) medium.\(^3\) The phase slowness of a DNG continuous, the boundary conditions state that the wave field at layer interfaces, where the medium parameters are discontinuous, the boundary conditions state that the wave field quantities \( P \) and \( Q \) are continuous. The wave fields, sources, and medium parameters are specified for the different wave phenomena in Table I. For AC and SH waves, \( p \) is the acoustic pressure, \( \tau_j \) the stress, \( v_j \) the particle velocity, \( \kappa \) the compressibility, \( \rho_j \) the mass density, \( s_{ijkl} \) the compliance, \( q \) the volume injection-rate density, \( F_i \) the external force density, and \( h_i \) the external deformation-rate density. For TE and TM waves, \( E_i \) is the electric field strength, \( H_i \) the magnetic field strength, \( \epsilon_{ij} \) the permittivity, \( \mu_{ij} \) the permeability, \( J_{ei}^\mu \) the external electric current density, and \( J_{ei}^m \) the external magnetic current density.

For natural materials, the real parts of the medium parameters \( x \) and \( \beta \) are positive (and the imaginary parts are positive or zero). Such a medium will be called a double-positive (DPS) medium.\(^3\) For metamaterials, the real part of one or more of the medium parameters is negative, see also Sec. \( \text{II} \text{D}. \) To obey causality, the group slowness should be positive. These opposite slownesses imply that the parameters of a DNG medium are frequency-dependent and complex-valued (with positive imaginary parts).\(^2\) The inherent dispersive character of DNG media implies that the Marchenko method needs to be modified for such media (see Sec. \( \text{IV}. \) In the following, we assume that the medium parameters (for DPS and DNG media) are defined by the more general relations [Eqs. (7) and (8)]. Whenever we use the Drude model [Eqs. (9) and (10)], we mention this explicitly.

### B. Matrix-vector wave equation

We reorganise the basic Eqs. (4)–(6) into a matrix-vector wave equation. This wave equation is a suited starting point for the derivation of representations for the Marchenko method in Sec. \( \text{III}. \) We define the spatial Fourier transform of a function \( u(x_1, x_3, \omega) \) as

\[
\hat{u}(s_1, x_3, \omega) = \int_{-\infty}^{\infty} u(x_1, x_3, \omega) \exp(-i\omega s_1 x_1) dx_1,
\]

with \( s_1 \) being the horizontal slowness. This transformation accomplishes a decomposition of the wave field \( u(x_1, x_3, \omega) \) into plane-wave components \( \hat{u}(s_1, x_3, \omega) \). We use Eq. (11) to transform Eqs. (4)–(6) from the space-frequency domain \( (x_1, x_3, \omega) \) to the slowness-depth-frequency domain \((s_1, x_3, \omega)\). Differentiations with respect to \( x_1 \) thus become multiplications by \( i\omega s_1 \). Eliminating \( Q_1 \) from the

### TABLE I. Quantities in Eqs. (4)–(6).

<table>
<thead>
<tr>
<th></th>
<th>( P )</th>
<th>( Q_1 )</th>
<th>( Q_3 )</th>
<th>( x )</th>
<th>( \beta_1 )</th>
<th>( \beta_3 )</th>
<th>( B )</th>
<th>( C_1 )</th>
<th>( C_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P )</td>
<td>( p )</td>
<td>( v_1 )</td>
<td>( v_3 )</td>
<td>( \kappa )</td>
<td>( \rho_{11} )</td>
<td>( \rho_{33} )</td>
<td>( q )</td>
<td>( F_1 )</td>
<td>( F_3 )</td>
</tr>
<tr>
<td>( Q_1 )</td>
<td>( x )</td>
<td>( \beta_1 )</td>
<td>( \beta_3 )</td>
<td>( B )</td>
<td>( C_1 )</td>
<td>( C_3 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Q_3 )</td>
<td>( \rho_{22} )</td>
<td>( 4s_{22} )</td>
<td>( 4s_{32} )</td>
<td>( F_2 )</td>
<td>( 2h_2 )</td>
<td>( 2h_3 )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( E )</td>
<td>( E_1 )</td>
<td>( H_1 )</td>
<td>( -H_1 )</td>
<td>( \psi_{22} )</td>
<td>( \psi_{33} )</td>
<td>( \psi_{11} )</td>
<td>( -J_1^\mu )</td>
<td>( -J_3^\mu )</td>
<td>( J_1^m )</td>
</tr>
<tr>
<td>( TM )</td>
<td>( H_2 )</td>
<td>( -E_2 )</td>
<td>( E_1 )</td>
<td>( \psi_{22} )</td>
<td>( \psi_{33} )</td>
<td>( \psi_{11} )</td>
<td>( -J_1^\mu )</td>
<td>( -J_3^\mu )</td>
<td>( J_1^m )</td>
</tr>
</tbody>
</table>
transformed equations, we obtain the following matrix-vector wave equation:

\[ \partial_t \mathbf{q} = \mathbf{\hat{A}} \mathbf{q} + \mathbf{d}, \]  

(12)

with wave vector \( \mathbf{q}(s_1, x_3, \omega) \) and source vector \( \mathbf{d}(s_1, x_3, \omega) \) defined as

\[ \mathbf{q} = \begin{pmatrix} \tilde{P} \\ \tilde{Q} \end{pmatrix} \quad \text{and} \quad \mathbf{d} = \begin{pmatrix} \tilde{C}_3 \\ \tilde{B} + s_1 \tilde{C}_1 / \beta_1 \end{pmatrix} \]  

(13)

and matrix \( \mathbf{\hat{A}}(s_1, x_3, \omega) \) defined as

\[ \mathbf{\hat{A}} = \begin{pmatrix} i \omega x_3^2 / \beta_3 & i \omega \beta_3 \\ 0 & 0 \end{pmatrix}, \]  

(14)

with

\[ s_3^2 = \alpha \beta_3 - \eta \beta_1^2, \quad \text{with} \quad \eta = \beta_3 / \beta_1. \]  

(15)

Note that vector \( \mathbf{q} \) defined in Eq. (13) contains the wave field quantities that are continuous at interfaces between layers with different medium parameters. Moreover, these quantities constitute the power flux density \( j \) in the \( x_3 \)-direction via \( j = (1/2) \mathfrak{R}(P^* \tilde{Q}_3) \). In the matrix-vector notation, this can be written as

\[ j = \frac{1}{2} \mathbf{\hat{q}}^\dagger \mathbf{K} \mathbf{q}, \]  

(16)

where \( \dagger \) denotes transposition and complex conjugation and where matrix \( \mathbf{K} \) is defined as

\[ \mathbf{K} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \]  

(17)

The quantity \( s_3^2 \) defined in Eq. (15) is the square of the vertical phase slowness. Using Eqs. (7) and (8), it can be written as

\[ s_3^2 = c_0 / s_1 \left( h_x h_y - \eta_0 s_1^2 \right), \]  

(18)

with

\[ c_0 = (s_0 \beta_{3,0})^{-1/2} \quad \text{and} \quad \eta_0 = \beta_{3,0} / \beta_{1,0}. \]  

(19)

Since \( h_x \) and \( h_y \) are complex-valued functions, \( s_3^2 \) is complex-valued as well. Defining \( h_x = h_x^r + i h_x^i \) and \( h_y = h_y^r + i h_y^i \), we may write

\[ \Re(s_3^2) = \frac{1}{c_0} \left( \mathfrak{R}(h_x^r h_y^r - h_x^i h_y^i) - \eta_0 s_1^2 \right), \]  

(20)

\[ \Im(s_3^2) = \frac{1}{c_0} \left( \mathfrak{R}(h_x^i h_y^r + h_x^r h_y^i) \right). \]  

(21)

For DPS media, with \( h_x^r, h_y^r, h_x^i, h_y^i \) all positive (or zero), we have \( \Im(s_3^2) \geq 0 \). For this situation, Fig. 1(a) illustrates \( s_3^2 \) in the complex plane for a fixed frequency \( \omega \) and variable \( s_1 \).

FIG. 1. Squared slowness \( s_3^2 \) in the complex plane for (a) DPS and (b) DNG medium. Slowness \( s_3 \) in the complex plane for (c) DPS and (d) DNG medium. The solid curves in (c) and (d) represent the proper square-roots of those in (a) and (b).

The vertical phase slowness \( s_3 \) is defined as the square-root of \( s_3^2 \), i.e.,

\[ s_3 = \pm \sqrt{\frac{1}{c_0} h_x h_y - \eta_0 s_1^2}. \]  

(26)

It is illustrated in Figs. 1(c) and 1(d) for DPS and DNG media, respectively. In both cases, there are two square-roots indicated.
by the two curves in these figures. In Sec. II D, we discuss how to choose the proper square-roots.

We introduce a decomposed field vector \( \tilde{\mathbf{p}} \) and a decomposed source vector \( \tilde{s} \) via

\[
\tilde{\mathbf{q}} = \hat{\mathbf{L}} \tilde{\mathbf{p}},
\]

\[
\tilde{\mathbf{d}} = \hat{\mathbf{L}} \tilde{s},
\]

with

\[
\tilde{\mathbf{p}} = \left( \frac{\tilde{P}^+}{\tilde{P}^-} \right), \quad \tilde{s} = \left( \frac{\tilde{S}^+}{\tilde{S}^-} \right).
\]

Substitution of Eqs. (22), (27), and (28) into the matrix-vector wave Eq. (12) yields

\[
\partial_3 \tilde{\mathbf{p}} = \left( \hat{\mathbf{A}} - \hat{\mathbf{L}}^{-1} \partial_3 \hat{\mathbf{L}} \right) \tilde{\mathbf{p}} + \tilde{s}.
\]

This is a coupled system of equations for the wave field components \( \tilde{P}^+ \) and \( \tilde{P}^- \), respectively. According to Eqs. (13), (24), (27), and (29), we have

\[
\tilde{P} = \tilde{P}^+ + \tilde{P}^-,
\]

hence, the wave field components \( \tilde{P}^+ \) and \( \tilde{P}^- \) have the same physical dimension as the field quantity \( \tilde{P} \). Therefore, we speak of field-normalized decomposition (opposed to flux-normalized decomposition).

From the theory for lossless DPS media, it is known that the components \( \tilde{P}^+ \) and \( \tilde{P}^- \) represent downgoing and upgoing wave fields, respectively.\(^{24-26, 52, 53} \) This still holds true for DPS and DNG media with or without losses, provided the proper choices are made for the sign of the vertical phase slowness \( s_3 \). This is discussed in Sec. II D.

**D. Phase slowness**

We can express the power flux density \( j \) in the \( x_3 \)-direction in terms of downgoing and upgoing wave fields by substituting \( \mathbf{q} = \hat{\mathbf{L}} \mathbf{p} \) into Eq. (16). Using Eqs. (17) and (24), we thus obtain

\[
\begin{align*}
\frac{1}{4} \mathbf{q}^\dagger \mathbf{K} \mathbf{q} &= \frac{1}{4} \tilde{\mathbf{p}}^\dagger \mathbf{L}^\dagger \mathbf{K} \mathbf{L} \tilde{\mathbf{p}} \\
&= \frac{1}{2} \Re (s_3/b_3) (|\tilde{P}^+|^2 - |\tilde{P}^-|^2) + \Im (s_3/b_3) \Im ((\tilde{P}^+)^* \tilde{P}^-). 
\end{align*}
\]

For the discussion on the sign of the vertical phase slowness \( s_3 \), consider an independent downgoing wave field \( \tilde{P}^+ \) in a homogeneous medium. For this situation, the power flux density can be written as

\[
\begin{align*}
\frac{1}{2} \Re (s_3/b_3) |\tilde{P}^+|^2 &= \frac{h_\beta^2 \Re (s_3) + h_\beta \Im (s_3)}{2 \beta_{3,0} |h_\beta|^2} |\tilde{P}^+|^2,
\end{align*}
\]

where we used Eq. (8) to express \( \beta_3 \) in terms of the positive quantity \( \beta_{3,0} \) and \( h_\beta = h_\beta^* + i h_\beta^- \). We now determine the signs of \( \Re (s_3) \) and \( \Im (s_3) \) such that \( \tilde{P}^+ \) has a positive power flux density in the positive \( x_3 \)-direction.\(^{24} \) For DPS media, with \( h_\beta^0 \) and \( h_\beta^- \) both positive, we find that this condition is fulfilled when \( \Re (s_3) > 0 \) and \( \Im (s_3) > 0 \). Hence, the solid curve in Fig. 1(c) represents the proper square-root of \( s_3^2 \). We write this square-root as

\[
s_3 = + \sqrt{\frac{1}{c_0^2} h_\beta h_\beta^- - \eta_0 s_1^2}, \tag{34}
\]

with the + sign in front of the square-root denoting that \( \Re (s_3) > 0 \). For DNG media, with \( h_\beta^0 \) negative and \( h_\beta^- \) positive, we find that \( j \) is positive when \( \Re (s_3) < 0 \) and \( \Im (s_3) > 0 \). Hence, for this situation, the solid curve in Fig. 1(d) represents the proper square-root of \( s_3^2 \). We write this square-root as

\[
s_3 = - \sqrt{\frac{1}{c_0^2} h_\beta h_\beta^- - \eta_0 s_1^2}, \tag{35}
\]

with the − sign in front of the square-root denoting that \( \Re (s_3) < 0 \). Equations (34) and (35) express the fact that the (real part of the) vertical phase slowness is positive for DPS media and negative for DNG media. Given these square-roots, we find in the same way that \( j \) is negative for an independent upgoing wave field \( \tilde{P}^- \) in a homogeneous medium.

Figure 2 shows \( s_3^2 \) and \( s_3 \) in the complex plane for the limiting situation of vanishing losses, i.e., vanishing imaginary parts of the medium parameters. Note that the real and imaginary branches of \( s_3 \) correspond to propagating and evanescent waves, respectively.
E. Group slowness

Despite the fact that the vertical phase slowness in a DNG medium is negative, the vertical group slowness should be positive. This restricts the choice of models for the functions \( h_x(\omega) \) and \( h_p(\omega) \). We define the vertical group slowness as

\[
\sigma^v_x = \Re \left( \frac{\partial (\omega \psi)}{\partial \omega} \right). \tag{36}
\]

Substituting Eq. (35), taking for convenience \( h_x(\omega) = h_p(\omega) = h(\omega) \), we obtain

\[
\sigma^v_x = \Re \left( \frac{h \sqrt{h + \omega \partial h/\partial \omega} - \eta_0 c_0^2 \omega^2}{c_0^2 \sqrt{h + \omega \partial h/\partial \omega} - \eta_0 c_0^2 \omega^2} \right). \tag{37}
\]

We analyse this expression for the Drude model of Eqs. (9) and (10), with \( \omega_x = \omega_\beta = \omega_0 \) and \( \Gamma_x = \Gamma_\beta = \Gamma \), hence

\[
h(\omega) = 1 - \frac{\omega^2}{\omega(\omega + i\Gamma)} \tag{38}
\]

and

\[
h + \omega \partial h/\partial \omega = 1 + \frac{\omega_0^2}{(\omega + i\Gamma)^2}. \tag{39}
\]

The condition for a DNG medium, \( \Re(h) < 0 \), requires \( \omega^2 < \omega_0^2 - \Gamma^2 \).

We evaluate the sign of \( \sigma^v_x \) for two special situations. First, we consider vertically propagating waves, i.e., \( s_1 = 0 \). From Eq. (35), we find \( s_3 = h/c_0 \) for \( \omega^2 < \omega_0^2 - \Gamma^2 \). Using this in Eq. (37), we obtain

\[
\sigma^v_x = \frac{\Re \left( h + \omega \partial h/\partial \omega \right)}{c_0} = \frac{1}{c_0} \Re \left( 1 + \frac{\omega_0^2}{(\omega + i\Gamma)^2} \right) \tag{40}
\]

Assuming small \( \Gamma \) (a sufficient condition is \( \Gamma < \omega \)), we find indeed that the vertical group slowness \( \sigma^v_x \) is positive.

Next, we consider non-zero \( s_1 \) and analyse Eq. (37) for the limit \( \Gamma \to 0 \). From Eqs. (38) and (39), we find

\[
\frac{h(\omega + i\Gamma)}{\omega} = 1 - \frac{\omega^2}{\omega^2 + \omega \omega_0 \partial \psi/\partial \omega} = 1 - \frac{\omega^2}{\omega^2 + \omega_0^2} \tag{41}
\]

For \( \omega < \omega_0 \), the nominator is positive for all \( s_1 \). For propagating waves, the denominator is real-valued and positive as well, hence \( \sigma^v_x \) is positive for this situation.

III. REPRESENTATIONS FOR THE MARCHENKO METHOD

A. Propagation invariants for DPS and DNG media

We consider a medium configuration consisting of a homogeneous DPS upper half-space \( x_3 \leq x_{3,0} \) and a horizontally layered lower half-space \( x_3 > x_{3,0} \), which may consist of an arbitrary mix of DPS and DNG layers. The effective medium parameters in this configuration are \( \alpha(x_3, \omega) \) and \( \beta(x_3, \omega) \). These parameters may vary continuously as a function of \( x_3 \) within each layer and jump by a finite amount at layer interfaces. We assume that the losses are small, and for the derivation of the Marchenko method, we ignore the imaginary parts of \( \alpha(x_3, \omega) \) and \( \beta(x_3, \omega) \) (however, in the numerical example in Sec. V, we model the input data with complex-valued medium parameters).

Assuming that the sources are restricted to the upper half-space \( x_3 \leq x_{3,0} \), the wave field inside the layers is governed by wave Eq. (12) with \( d = 0 \). Moreover, \( \bar{q} \) is continuous at layer interfaces. We derive propagation invariants, \( 54-57 \) which we will use for the derivation of the representations for the Marchenko method in Sec. III B.

We consider two independent wave vectors \( \bar{q}_A \) and \( \bar{q}_B \) and will show that \( \bar{q}_A N \bar{q}_B \) and \( \bar{q}_A K \bar{q}_B \) are propagation invariants (i.e., that they are independent of the coordinate \( x_3 \) for \( x_3 > x_{3,0} \)). Here superscript \( t \) denotes transposition and matrix \( N \) is defined as

\[
N = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \tag{42}
\]

Obviously, the quantities \( \bar{q}_A N \bar{q}_B \) and \( \bar{q}_A K \bar{q}_B \) are continuous at layer interfaces. Hence, to show that these quantities are propagation invariants for the layered medium, it suffices to show that they are propagation invariants inside a layer.

Evaluating \( \partial_t \{ \bar{q}_A N \bar{q}_B \} \) and \( \partial_t \{ \bar{q}_A K \bar{q}_B \} \), using Eq. (12) with \( d = 0 \), we obtain

\[
\partial_t \{ \bar{q}_A N \bar{q}_B \} = \bar{q}_A \hat{A} N \bar{q}_B + \bar{q}_A N \hat{q}_B, \tag{43}
\]

\[
\partial_t \{ \bar{q}_A K \bar{q}_B \} = \bar{q}_A \hat{K} \bar{q}_B + \bar{q}_A K \bar{q}_B. \tag{44}
\]

Matrix \( \hat{A} \), defined in Eq. (14), obeys for real-valued medium parameters the following symmetry relations:

\[
\hat{A} N = -N \hat{A}, \tag{45}
\]

\[
\hat{A}^t K = -K \hat{A}. \tag{46}
\]

Hence, the right-hand sides of Eqs. (43) and (44) are equal to zero, which confirms that \( \bar{q}_A N \bar{q}_B \) and \( \bar{q}_A K \bar{q}_B \) are propagation invariants.

Next, we derive propagation invariants for decomposed wave fields. Consider two independent decomposed wave vectors \( \bar{p}_A \) and \( \bar{p}_B \), which are related to \( \bar{q}_A \) and \( \bar{q}_B \), respectively, via Eq. (27). We obtain propagation invariants for these decomposed wave vectors by substituting \( \bar{q}_A = \hat{L} \bar{p}_A \) and \( \bar{q}_B = \hat{L} \bar{p}_B \) into the propagation invariants \( \bar{q}_A N \bar{q}_B \) and \( \bar{q}_A K \bar{q}_B \). Using Eqs. (17), (24), and (42), we obtain

\[
\bar{q}_A N \bar{q}_B = \bar{p}_A \hat{L} N \hat{L} \bar{p}_B = -2(s_3/\beta_3) \bar{p}_A N \bar{p}_B \tag{47}
\]

and
to the total Green’s function via
\[ \mathbf{q}_b^\dagger \mathbf{K} \mathbf{q}_b = \mathbf{p}_A^\dagger \mathbf{L} \mathbf{K} \mathbf{p}_B \]
\[ = 2\mathbf{p}_A^\dagger [\mathcal{R}(s_3/\beta_3) \mathbf{J} - i\mathcal{I}(s_3/\beta_3) \mathbf{N}] \mathbf{p}_B, \tag{48} \]
with
\[ \mathbf{J} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{49} \]

From Eqs. (29), (42), and (47), we obtain the propagation invariant
\[ (s_3/\beta_3)(\mathbf{P}_A^+ \mathbf{P}_B^- - \mathbf{P}_A^- \mathbf{P}_B^+). \tag{50} \]

From Eqs. (29), (48), and (49) we obtain for propagating waves (i.e., for real-valued \( s_3 \)) the propagation invariant
\[ (s_3/\beta_3)((\mathbf{P}_A^+)^* \mathbf{P}_B^- - (\mathbf{P}_A^-)^* \mathbf{P}_B^+). \tag{51} \]

B. Representations

We use the propagation invariants of Eqs. (50) and (51) to derive representations for the Marchenko method. We introduce decomposed focusing functions [Fig. 3(a)] and Green’s functions [Fig. 3(b)] and derive relations between them using Eqs. (50) and (51), with \( \mathbf{P}_A \) and \( \mathbf{P}_B \) replaced by the focusing functions and Green’s functions, respectively.14,15

First we discuss the Green’s functions. For the source quantities in Eq. (13), we take \( \mathbf{B}(s_1, x_3, \omega) = \delta(x_3 - x_3^1) \) and \( \mathbf{C}_s(x_1, x_3, \omega) = 0 \), where \( x_3^1 = x_3 - \epsilon \), with \( \epsilon \) a vanishing positive constant, so that the source of the Green’s function is located in the homogeneous upper half-space, just above \( x_3^1 \) [Fig. 3(b)]. For the wave field \( \mathbf{P} \) in Eq. (13), we take \( \mathbf{P} = \mathbf{G}(x_1, x_3, x_3^0, \omega) \), with \( x_3^0 \) and \( x_3 \) denoting the source and receiver coordinates of the Green’s function. We decompose the Green’s function at the receiver position \( x_3 \) into downgoing and upgoing components \( \mathbf{P}^+ = \mathbf{G}^+(x_1, x_3, x_3^0, \omega) \) and \( \mathbf{P}^- = \mathbf{G}^-(x_1, x_3, x_3^0, \omega) \), respectively. Analogous to Eq. (31), these components are related to the total Green’s function via
\[ \mathbf{G} = \mathbf{G}^+ + \mathbf{G}^- \]. \tag{52} 

Furthermore, according to equations (13), (25), (28) and (29), the decomposed Green’s sources are related to the total Green’s source \( \mathbf{B}(s_1, x_3, \omega) = \delta(x_3 - x_3^1) \) via
\[ \mathbf{S}^\pm(s_1, x_3, \omega) = \pm(\beta_3/2s_3)\delta(x_3 - x_3^1). \tag{53} \]

The source \( \mathbf{S}^- \) radiates upgoing waves into the homogeneous half-space above \( x_3^1 \), which will not return into the layered medium and will not, therefore, be considered further. The source \( \mathbf{S}^+ \) radiates downgoing waves into the medium below \( x_3^1 \). Due to propagation and scattering in the layered medium, the field at any depth \( x_3 \) \( > x_3^1 \) consists of the downgoing and upgoing components \( \mathbf{G}^+(s_1, x_3, x_3^1, \omega) \) and \( \mathbf{G}^-(s_1, x_3, x_3^1, \omega) \), and \( \mathbf{G}^+ \) and \( \mathbf{G}^- \) are related to the reflection response \( \mathbf{R}(s_1, x_3, \omega) \) of the layered medium, via
\[ \mathbf{G}^+(s_1, x_3, x_3^1, \omega) = \beta_3(x_3^1, \omega) \mathbf{R}(s_1, x_3, x_3^1, \omega) / (2s_3(s_1, x_3, x_3^1, \omega)), \tag{55} \]

where the factor \( \beta_3/2s_3 \) is introduced to compensate for the source properties expressed by Eq. (53). The decomposed Green’s functions \( \mathbf{G}^+ \) and \( \mathbf{G}^- \) will be substituted for \( \mathbf{P}^+ \) and \( \mathbf{P}^- \) in the propagation invariants of Eqs. (50) and (51). Table II shows these functions at depth level \( x_3 = x_3^0 \) (just below the source) and at an arbitrary depth level \( x_3 = x_3^F \) (with \( x_3^F > x_3^0 \)) inside the layered medium. Note that for convenience, we dropped the superscript \( \epsilon \) from \( x_3^0 \).
Next we discuss the focusing functions.\textsuperscript{58} We define these functions in a truncated version of the actual medium [Fig. 3(a)]. This truncated medium is taken identical to the actual medium above \( x_3 = x_{3,F} \) and homogeneous below this depth level. We call \( x_{3,F} \) the focal depth. Analogous to Eq. (52), we define the focusing function \( \tilde{f}_1^+ (s_1, x_3, x_{3,F}, \omega) \) as a superposition of downgoing and upgoing components \( \tilde{f}_1^+ (s_1, x_3, x_{3,F}, \omega) \) and \( \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) \), respectively, according to

\[
\tilde{f}_1 = \tilde{f}_1^+ + \tilde{f}_1^- \quad (56)
\]

The downgoing focusing function \( \tilde{f}_1^+ (s_1, x_3, x_{3,F}, \omega) \) is incident to the truncated layered medium from the upper boundary \( x_3 = x_{3,0} \) and is designed such that \( \tilde{f}_1^+ (s_1, x_3, x_{3,F}, \omega) \) focuses at the focal depth \( x_3 = x_{3,F} \). Inside the medium, propagation and scattering takes place and the upgoing focusing function \( \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) \) eventually reaches the upper boundary \( x_3 = x_{3,0} \). Below the focal depth \( x_{3,F} \), the focusing function continues propagating downward into the homogeneous lower half-space of the truncated medium. We define \( T (s_1, x_{3,F}, x_{3,0}, \omega) \) as the transmission response of the truncated medium between \( x_{3,0} \) and \( x_{3,F} \). Hence, the propagation of the focusing function from \( x_{3,0} \) to \( x_{3,F} \) is described by

\[
\tilde{f}_1^+ (s_1, x_{3,F}, x_{3,F}, \omega) = T (s_1, x_{3,F}, x_{3,0}, \omega) \tilde{f}_1^+ (s_1, x_{3,0}, x_{3,F}, \omega). \quad (57)
\]

The left-hand side describes the focused field at \( x_{3,F} \). We could define this as \( \tilde{f}_1^+ (s_1, x_{3,F}, x_{3,F}, \omega) = 1 \) (with the inverse Fourier transform of 1 being a temporal delta function). However, in analogy with the Green’s function at the source depth in Eq. (54), we define the focused field at the focal depth as

\[
\tilde{f}_1^+ (s_1, x_{3,F}, x_{3,F}, \omega) = \frac{\beta_3 (x_{3,F}, \omega)}{2 \beta_3 (s_1, x_{3,F}, x_{3,F}, \omega)}. \quad (58)
\]

From Eqs. (57) and (58), it follows that the downgoing focusing function \( \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) \) for \( x_3 = x_{3,0} \) is related to the transmission response of the truncated medium via

\[
\tilde{f}_1^- (s_1, x_{3,0}, x_{3,F}, \omega) = \frac{\beta_3 (x_{3,F}, \omega)}{2 \beta_3 (s_1, x_{3,F}, x_{3,0}, \omega)} \tilde{T} (s_1, x_{3,F}, x_{3,0}, \omega). \quad (59)
\]

Since the truncated medium is homogeneous below the focal depth, there is no upgoing field at the focal depth, hence

\[
\tilde{f}_1^- (s_1, x_{3,F}, x_{3,F}, \omega) = 0. \quad (60)
\]

The decomposed focusing functions \( \tilde{f}_1^+ \) and \( \tilde{f}_1^- \) will be substituted for \( \tilde{P}_1^+ \) and \( \tilde{P}_1^- \) in the propagation invariants of Eqs. (50) and (51). Table II shows these functions at depth levels \( x_3 = x_{3,0} \) and \( x_3 = x_{3,F} \). An underlying assumption for the propagation invariants is that the fields \( \tilde{P}_A^+ \) and \( \tilde{P}_B^- \) are defined in the same source-free medium. This condition is fulfilled in the region between \( x_{3,0} \) and \( x_{3,F} \). Substituting the quantities of Table II into the propagation invariant of Eq. (50) and equating the results for \( x_3 = x_{3,0} \) and \( x_3 = x_{3,F} \) yields

\[
\tilde{G}^- (s_1, x_{3,F}, x_{3,0}, \omega) + \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) = \tilde{R} (s_1, x_3, x_{3,F}, \omega) \tilde{f}_1^+ (s_1, x_3, x_{3,F}, \omega), \quad (61)
\]

In a similar way, we obtain from the propagation invariant of Eq. (51) for propagating waves

\[
\tilde{G}^+ (s_1, x_{3,F}, x_{3,0}, \omega) - \{ \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) \}^* = -\tilde{R} (s_1, x_3, x_{3,F}, \omega) \{ \tilde{f}_1^- (s_1, x_3, x_{3,F}, \omega) \}^*. \quad (62)
\]

These representations express the downgoing and upgoing components of the Green’s function at an arbitrarily chosen depth level \( x_3 = x_{3,F} \) in terms of the reflection response at the surface \( x_3 = x_{3,0} \) and decomposed focusing functions. These representations hold for a layered medium consisting of an arbitrary mix of DPS and DNG layers. The reflection response \( \tilde{R} (s_1, x_3, x_{3,0}, \omega) \) can be obtained from measurements at the surface \( x_{3,0} \). According to Eq. (59), the focusing function \( \tilde{f}_1^- (s_1, x_{3,0}, x_{3,F}, \omega) \) could in principle be obtained from the transmission response of the truncated medium. However, this would require detailed knowledge of the medium between \( x_{3,0} \) and \( x_{3,F} \). In Sec. IV, we discuss the Marchenko method, which enables retrieving the focusing functions from the reflection response at the surface and a background model of the medium.

### IV. THE MARCHENKO METHOD

We start by transforming the representations of Eqs. (61) and (62) to the time domain. Analogous to Eq. (3), we define the following inverse Fourier transform:

\[
\nu (s_1, x_3, \tau) = \frac{1}{\pi} \Re \int_0^\infty \tilde{u} (s_1, x_3, \omega) \exp (-i \omega \tau) d\omega, \quad (63)
\]

where \( \tau \) is the so-called intercept time.\textsuperscript{59} Applying this inverse transform to Eqs. (61) and (62), we obtain

<table>
<thead>
<tr>
<th>( x_3 = x_{3,0} )</th>
<th>( \tilde{P}_1^+ (s_1, x_3, \omega) )</th>
<th>( \tilde{P}_1^- (s_1, x_3, \omega) )</th>
<th>( \tilde{P}_B^- (s_1, x_3, \omega) )</th>
<th>( \tilde{P}_A^+ (s_1, x_3, \omega) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1^+ (s_1, x_3, x_{3,F}, \omega) )</td>
<td>( f_1^- (s_1, x_3, x_{3,F}, \omega) )</td>
<td>( \beta_1 (x_{3,F}, \omega) / 2 \beta_3 (s_1, x_{3,F}, x_{3,F}, \omega) )</td>
<td>( \beta_1 (x_{3,F}, \omega) \tilde{R} (s_1, x_{3,F}, \omega) / 2 \beta_3 (s_1, x_{3,F}, x_{3,F}, \omega) )</td>
<td></td>
</tr>
</tbody>
</table>
we write function \( f \) as the upgoing Green's function in Fig. 4(c). It passes the focusing function \( w \) with the time-reversed direct arrival of the focusing function in Fig. 4(b). We define a time window \( w \) for the situation of a layered medium consisting of DPS layers only. The time window \( w(\tau, \tau) \) is a coda, following the direct arrival [in Fig. 4(b), this coda is time-reversed and consists of a single event only, but more generally it consists of multiple events]. We define a time window \( w(\tau, \tau) = \theta(\tau_4(\tau) - \tau - \tau) \), where \( \theta(\tau) \) is the Heaviside step function, \( \tau_4(\tau) \) the traveltime of the direct arrival of the downgoing Green's function, and \( \tau_4 \) is half the duration of the symmetric wavelet. This window is indicated by the dashed lines in Fig. 4. It suppresses the downgoing Green's function in Fig. 4(a) and the time-reversed direct arrival of the focusing function in Fig. 4(b). It passes the time-reversed coda \( M^+(s_1, x_3, x_3, \tau) \) in Fig. 4(b). Figures 4(c) and 4(d) show the functions on the left-hand side of Eq. (64). Since the first arrival of the upgoing Green's function \( G^+(s_1, x_3, x_3, \tau) \) arrives later than that of the downgoing Green's function, the time window \( w(\tau, \tau) \) suppresses the upgoing Green's function in Fig. 4(c). It passes the focusing function \( f_1^+(s_1, x_3, x_3, \tau) \) in Fig. 4(d). Applying the window to both sides of Eqs. (64) and (65), the windowed equations can be solved for \( f_1^+(s_1, x_3, x_3, \tau) \) and \( M^+(s_1, x_3, x_3, \tau) \), after which the Green's functions follow from the unwindowed equations.\(^{14,15}\)

\[
G^-(s_1, x_3, x_3, \tau) + f_1^-(s_1, x_3, x_3, \tau) = \int_{-\infty}^{\tau} R(s_1, x_3, \tau, \tau') f_1^+(s_1, x_3, x_3, \tau') \, d\tau'
\]

and

\[
G^+(s_1, x_3, x_3, \tau) - f_1^+(s_1, x_3, x_3, \tau) = -\int_{-\infty}^{\tau} R(s_1, x_3, \tau, \tau') f_1^-(s_1, x_3, x_3, \tau') \, d\tau'.
\]

For the derivation of the Marchenko method, we need time windows that suppress the Green's functions on the left-hand sides of the representations in Eqs. (64) and (65) so that we are left with two equations for the two focusing functions. First, we briefly review these windows for the situation of a layered medium consisting of DPS layers only. Figure 4 shows an example of the functions on the left-hand sides of Eqs. (64) and (65) for such a medium. Note that these functions (represented by the solid lines) have been convolved with a symmetric band-limited wavelet. For convenience, they have also been multiplied by a factor \( 2s_3/\beta_3 \) to compensate for the source properties defined in Eq. (53). Figures 4(a) and 4(b) show the functions on the left-hand side of Eq. (65). The direct arrival of the downgoing Green's function \( G^+(s_1, x_3, x_3, \tau) \) in Fig. 4(a) coincides with the time-reversed direct arrival of the focusing function \( f_1^+(s_1, x_3, x_3, \tau) \) in Fig. 4(b). For this focusing function, we write

\[
f_1^+(s_1, x_3, x_3, \tau) = f_1^+(s_1, x_3, x_3, \tau) + M^+(s_1, x_3, x_3, \tau),
\]

where \( f_1^+(s_1, x_3, x_3, \tau) \) is the direct arrival and \( M^+ \) a coda, following the direct arrival [in Fig. 4(b), this coda is time-reversed and consists of a single event only, but more generally it consists of multiple events].

Next, we discuss the time windows for the situation of a layered medium consisting of a mix of DPS and DNG layers. Figures 5(a) and 5(b) show an example of the functions on the left-hand side of Eq. (65) (again convolved with a symmetric band-limited wavelet and multiplied by a factor \( 2s_3/\beta_3 \)). Due to the highly dispersive character of the DNG layers, these functions are very different from their counterparts in Figs. 4(a) and 4(b). Nevertheless, for the focusing function \( f_1^+(s_1, x_3, x_3, \tau) \), we can again distinguish between a direct arrival \( f_1^+(s_1, x_3, x_3, \tau) \) and a coda \( M^+ \); see Fig. 5(b) and Eq. (66). We define a time window

\[
w^+(s_1, \tau) = \theta(\tau_4^+(s_1) - \tau),
\]

where \( \tau_4^+(s_1) \) is the traveltime of the onset of the downgoing Green’s function. This window is indicated by the dashed lines in Figs. 5(a) and 5(b). This window suppresses the downgoing Green’s function in Fig. 5(a) and the time-reversed direct
Hence, the upgoing Green’s function in Fig. 5(c) and the focus-
Fig. 5(d) exceeds not only the onset time of the downgoing
arrival of the focusing function in Fig. 5(b); it passes the time-
reversed coda $M^{-}(s_1,x_3,F, -\tau)$ in Fig. 5(b). Figures 5(c)
and 5(d) show the functions on the left-hand side of Eq. (64). The
onset time $\tau_{on}(s_1)$ of the upgoing Green’s function in
Fig. 5(c) is larger than that of the downgoing Green’s function.
Note, however, that the dispersive tail of $f_{1}^{-}(s_1,x_3,F,\tau)$ in
Fig. 5(d) exceeds not only the onset time of the downgoing
Green’s function but also that of the upgoing Green’s function.
Hence, the upgoing Green’s function in Fig. 5(c) and the focusing function in Fig. 5(d) cannot be uniquely separated by a
time window. We define a time window

$$w^{-}(s_1, \tau) = \theta_{tap}(\tau_{on}(s_1) - \tau),$$

where $\theta_{tap}(\tau)$ is a tapered step function. It is indicated by the
dashed lines in Figs. 5(e) and 5(d). The taper should be chosen such that this window suppresses the upgoing Green’s function in Fig. 5(c) as well as possible and leaves the focusing function $f_{1}^{-}(s_1,x_3,F,\tau)$ in Fig. 5(d) intact as much as
possible. It is unavoidable that this approach leads to approximations, particularly in the situation of thin layers.

Assuming a proper window function $w^{-}(s_1, \tau)$ can be found, the application of this window to both sides of Eq. (64), and window $w^{-}(s_1, \tau)$ to both sides of Eq. (65), yields the following system of coupled Marchenko equations for $f_{1}^{-}(s_1,x_3,F,\tau)$ and $M^{-}(s_1,x_3,F,\tau)$:

$$f_{1}^{-}(s_1,x_3,F,\tau) = w^{-}(s_1, \tau) \int_{-\infty}^{\tau} R(s_1,x_3,F, \tau - \tau') \times f_{1}^{-}(s_1,x_3,F,\tau') d\tau'$$

(69)

and

$$M^{-}(s_1,x_3,F,\tau) = w^{-}(s_1, \tau) \int_{-\infty}^{\tau} R(s_1,x_3,F, \tau - \tau') \times f_{1}^{-}(s_1,x_3,F,-\tau') d\tau'$$

(70)

with $f_{1}^{-}(s_1,x_3,F,\tau)$ defined in Eq. (66). This system of equations can be solved by the following iterative scheme:

$$f_{1,k}^{-}(s_1,x_3,F,\tau) = w^{-}(s_1, \tau) \int_{-\infty}^{\tau} R(s_1,x_3,F, \tau - \tau') \times f_{1,k-1}^{-}(s_1,x_3,F,\tau') d\tau'$$

(71)

and

$$M_{k+1}^{-}(s_1,x_3,F,\tau) = w^{-}(s_1, \tau) \int_{-\infty}^{\tau} R(s_1,x_3,F, \tau - \tau') \times f_{1,k}^{-}(s_1,x_3,F,-\tau') d\tau'$$

(72)

with

$$f_{1,k}^{-}(s_1,x_3,F,\tau) = f_{1,d}^{-}(s_1,x_3,F,\tau) + M_{k}^{-}(s_1,x_3,F,\tau),$$

(73)

starting with $M_{1}^{-}(s_1,x_3,F,\tau) = 0$. Note that this scheme requires the measured reflection response $R(s_1,x_3,F)$ of the
layered medium, estimates of the onset times $\tau_{on}(s_1)$ and
$\tau_{on}'(s_1)$, and an estimate of the direct arrival of the focusing function, $f_{1,d}^{-}(s_1,x_3,F,\tau)$. Assuming a background model of the medium is available, the primary downgoing and
upgoing waves can be modelled, from which the onset times can be retrieved. Moreover, the direct arrival of the focusing function can be obtained, analogous to Eq. (59), from the direct arrival of the transmission response $T_{d}(s_1,x_3,F,x_3,F,0)$ (i.e., the modelled primary downgoing wave), according to

$$f_{1,d}^{-}(s_1,x_3,F,\tau) = \frac{\beta_{3}(x_3,F,0)}{2\sqrt{3}(x_3,F,0)T_{d}(s_1,x_3,F,x_3,F,0)},$$

(74)

followed by an inverse Fourier transform.
Once the iterative scheme has converged, the retrieved focusing functions can be used in the representations from Eqs. (64) and (65) to obtain the decomposed Green’s functions $G^+(s_1, x_3,F,x_3,0, \tau)$ and $G^-(s_1, x_3,F,x_3,0, \tau)$ and, finally, the total Green’s function $G(s_1, x_3,F,x_3,0, \tau) = G^+(s_1, x_3,F,x_3,0, \tau) + G^-(s_1, x_3,F,x_3,0, \tau)$. Note that the latter can be interpreted as the response to a source at the surface $x_3,0$, observed by a virtual receiver at $x_3,F$ inside the medium. Using reciprocity, $G(s_1, x_3,0,F,x_3,0, \tau)$ can be interpreted as the response to a virtual source at $x_3,F$ inside the medium, observed by a receiver at $x_3,0$. The retrieved Green’s function contains the direct arrival and the primary and multiple reflections of the layered medium. The direct arrival comes from the background model whereas the primary and multiple reflections come from the measured reflection response at the surface.

Next, we show how to obtain the response between a virtual source and a virtual receiver, both inside the medium. To this end, note that the decomposed Green’s functions are mutually related via

$$G^-(s_1, x_3,F,x_3,0, \tau) = \int_{-\infty}^{\tau} R(s_1, x_3,F,x_3,0, \tau - \tau') \times G^+(s_1, x_3,F,x_3,0, \tau') d\tau', \quad (75)$$

where $R(s_1, x_3,F,x_3,0, \tau)$ is the reflection response at depth level $x_3,F$ of the medium below this depth level, assuming a homogeneous medium above this depth level. By inverting Eq. (75), which is done by deconvolution, $R(s_1, x_3,F,x_3,0, \tau)$ is obtained from $G^-(s_1, x_3,F,x_3,0, \tau)$ and $G^+(s_1, x_3,F,x_3,0, \tau)$. This deconvolution process removes all the multiple reflections occurring in the medium above $x_3,F$. The retrieved reflection response $R(s_1, x_3,F,x_3,0, \tau)$ can be interpreted as the response to a virtual source for downgoing waves at $x_3,F$, observed by a virtual receiver for upgoing waves at $x_3,F$.

V. NUMERICAL EXAMPLE

We illustrate the Marchenko method with a numerical example for a horizontally layered acoustic medium consisting of a mix of DPS and DNG layers (see Fig. 6). All layers are homogeneous and isotropic, with $\beta_1 = \beta_3 = \beta$, where $\beta$ stands for the mass density (see Table I).

The DPS layers consist of natural non-dispersive materials with $h_2(\omega) = h_0(\omega) = 1$. Hence, according to Eqs. (7) and (8), the layer parameters simplify to $\omega_0 = \omega_0$ and $\beta(\omega) = \beta_0$. In Fig. 6, the parameters of the DPS layers are the mass density $\beta_0$ and the phase velocity $c_0 = (\omega_0 \beta_0)^{-1/2}$.

The DNG layers consist of dispersive metamaterials. For these layers, we use the Drude model of Eqs. (9) and (10), with $\omega_2 = \omega_0 = \omega_0$, and $\Gamma = \Gamma$. Hence, $h_2(\omega) = h_0(\omega) = 1 - \omega_0^2/[\omega(\omega + i\Gamma)]$. For low frequencies ($\omega \ll \omega_0$), this is approximated by $h(\omega) = -\omega_0^2/[\omega(\omega + i\Gamma)]$. Using Eqs. (7) and (8), we write

\[\begin{array}{ll}
\text{DPS:} & c_0 = 1000 \text{ m/s} \quad \beta_0 = 1000 \text{ kg/m}^3 \\
\text{DNG:} & c_0 = -2000 \text{ m/s} \quad \beta_0 = -2000 \text{ kg/m}^3 \\
\text{DPS:} & c_0 = 2500 \text{ m/s} \quad \beta_0 = 2500 \text{ kg/m}^3 \\
\text{DNG:} & c_0 = -3000 \text{ m/s} \quad \beta_0 = -3000 \text{ kg/m}^3
\end{array}\]

where $\omega_0$ is the central angular frequency of the wave fields that will be considered. For consistency with the low frequency assumption, we assume $\omega_0 \ll \omega_0$. In Fig. 6, the parameters of the DNG layers are the mass density $\beta_0$ and the phase velocity $c_0 = -\omega_0^2 \beta_0^{-1/2}$. The parameter $\Gamma$ in the DNG layers is set to $\Gamma = \omega_0/1000$.

We consider a band-limited ultrasonic downgoing plane wave, incident to the layered medium at $x_3,0 = 0$ cm. The source function of the incident wave is defined as $S(\tau) = (1 - \omega_0^2 \tau^2/2) \exp(-\omega_0^2 \tau^2/4)$ (a so-called Ricker wavelet), with a central frequency $\omega_0/2\pi = 500$ kHz. Note that this wavelet is symmetric in time. We use a wavenumber-frequency domain modelling method, adjusted for metamaterials, to model the response to this plane wave. For the moment we consider vertically propagating plane waves, hence, we take $s_1 = 0$. The modelled reflection response $R(s_1 = 0, x_3,0, \tau)$, convolved with the wavelet $S(\tau)$, is shown in Fig. 7(a). This figure clearly shows the non-dispersed reflection at 40 $\mu$s from the first layer interface at $x_{3,1} = 2$ cm. It also shows the dispersed reflections from deeper interfaces, including multiple reflections between the interfaces. Figure 7(b) is the modelled Green’s function $G(s_1 = 0, x_3,0, \tau)$ inside the medium, as a function of depth $x_3$ and time $\tau$. This serves as a reference for the results we will obtain with the Marchenko method. To make the later arrivals visible, a time-dependent amplitude gain of $exp(2.5\tau/\tau_{\text{max}})$, with $\tau_{\text{max}} = 140$ $\mu$s, has been applied in

FIG. 6. Layered acoustic medium, consisting of DPS and DNG layers.

\(\alpha(\omega) = \alpha_0 h(\omega) = \alpha_0 h(\omega), \quad (76)\)

\(\beta(\omega) = \beta_0 h(\omega) = \beta_0 h(\omega), \quad (77)\)

with

\(\alpha_0 = -\omega_0^2 \beta_0^2 < 0, \quad (78)\)

\(\beta_0 = -\omega_0^2 \beta_0^2 < 0, \quad (79)\)

\(h(\omega) = -h(\omega) \omega_0^2 = \omega_0^2 \omega_0 \omega(\omega + i\Gamma), \quad (80)\)
this display. This figure shows how the wave field propagates through the layers and scatters at the interfaces. The downward and upward pointing arrows in the deepest layer indicate the opposite group and phase propagation directions. The upward propagating part of the upper trace in this figure is proportional to the reflection response \( R(s_1 = 0, x_{3,0}, \tau) \) [see Eq. (55)], which is shown separately in Fig. 7(a). Similarly, the lower trace is proportional to the transmission response \( T(s_1 = 0, x_{3,4}, x_{3,0}, \tau) \), with \( x_{3,4} = 8 \) cm, which is shown separately in Fig. 7(c). The trace at \( x_1 = 5 \) cm is equal to the superposition of Figs. 5(a) and 5(c). Figure 7(d) shows the power flux density \( j(x_1) \), defined in Eq. (32), divided by \( j(x_{3,0}) \). In the DNG layers, it decreases because \( \Gamma \neq 0 \) in these layers. In a lossless medium, \( j(x_1) \) would be constant, i.e., propagation invariant. Its deviation from being constant implies that the Marchenko method, which is based on propagation invariants, cannot lead to exact results. Since in this example the losses are small, the effects on the results of the Marchenko method are limited.

We use the Marchenko method discussed in Sec. IV to retrieve the Green’s function \( G(s_1 = 0, x_{3,F}, x_{3,0}, \tau) \) inside the medium from the reflection response \( R(s_1 = 0, x_{3,0}, \tau) \), shown in Fig. 7(a). Apart from the reflection response, we also need an estimate of the direct arrival of the focusing function \( f_{1,d}(s_1 = 0, x_{3,0}, x_{3,F}, \tau) \), which, according to Eq. (74), follows from the inverse of the direct arrival of the transmission response. For this direct arrival, we need a background model of the medium. For the moment, we use the exact model, but in a later example, we replace it by an approximate model. Figure 8(a) shows \( f_{1,d}(s_1 = 0, x_{3,0}, x_{3,F}, -\tau) \) [convolved with the symmetric wavelet \( S(\tau) \)] for variable \( x_{3,F} \). The trace at \( x_{3,F} = 5 \) cm is equal to the direct arrival of the time-reversed focusing function in Fig. 5(b). Given the reflection response at the surface [Fig. 7(a)], the time-reversed direct arrival of the focusing function [Fig. 8(a)], and the depth-dependent onset times \( \tau_{m} \), we apply the iterative Marchenko scheme of Eqs. (71)–(73) for 64 focal depths, ranging from \( x_{3,F} = 1.25 \) mm to \( x_{3,F} = 8 \) cm, with steps \( \Delta x_{3,F} = 1.25 \) mm. For the window \( w^+ \) in Eq. (71), we use a cosine-square taper with a length of \( 8\pi/w_0 \) s (except in the upper DPS layer, where we replace this window by \( w^+ \)). The length of the taper appears to have no strong effect on the results of the method. For each focal depth \( x_{3,F} \), we apply five iterations. Actually, for this relatively simple situation, the method converges already after two iterations and it remains stable even after 100 iterations. The obtained focusing functions \( f_{1}^+(s_1 = 0, x_{3,0}, x_{3,F}, \tau) \) and \( f_{1}^+(s_1 = 0, x_{3,0}, x_{3,F}, -\tau) \) are subsequently used in Eqs. (64) and (65) to obtain the Green’s functions \( G^- (s_1 = 0, x_{3,F}, x_{3,0}, \tau) \) and \( G^+(s_1 = 0, x_{3,F}, x_{3,0}, \tau) \). These are shown in Figs. 8(b) and 8(c) for variable \( x_{3,F} \). Superposing these results yields the total Green’s function \( G(s_1 = 0, x_{3,F}, x_{3,0}, \tau) \) [see Fig. 9(a)]. Figure 9(b) shows the difference of this retrieved Green’s function with the directly modelled Green’s function in Fig. 7(b) (the same time-dependent amplitude gain has been applied in this display as in the other figures). Note that the difference is overall small. This is also seen in Fig. 9(c), which shows a comparison of the directly modelled and retrieved Green’s functions at \( x_{3,F} = 5 \) cm. The phases match very well and the amplitudes deviate typically a few percent, with some outliers in the order of 10%. From the decomposed Green’s functions, we can retrieve the reflection response \( R(s_1 = 0, x_{3,F}, \tau) \) for any \( x_{3,F} \) by inverting Eq. (75). The retrieved response for \( x_{3,F} = 5 \) cm is shown in Fig. 9(d). This is the reflection response of the third interface at \( x_{3,3} = 6 \) cm in Fig. 6, measured with a virtual source and a virtual receiver 1 cm above this interface. We observe a single primary reflection event at 8 \( \mu s \); the dispersion effects of the overlying DNG layer and the multiple reflections occurring in the medium above \( x_{3,3} \) have been properly removed (apart from a very small remnant of a multiple reflection at approximately 24.0 \( \mu s \)). The amplitude of the reflection
event at 8.0 μs is 0.159, which is a slight underestimation of the true reflection coefficient $r_3 = 0.180$ for $\omega = \omega_c$. This discrepancy is due to the loss occurring in the DNG layer between $x_{3,1} = 2$ cm and $x_{3,2} = 4$ cm.

To emphasize what we have achieved with the Marchenko method, we repeat this numerical experiment with a method that handles primaries only (to this end, we use the same method as before, but apply zero iterations for each focal depth). Figure 10(a) shows the retrieved Green’s function $G(s_1 = 0, x_{3,F}, x_{3,0}, \tau)$ and Fig. 10(b) shows the difference with the directly modelled Green’s function in Fig. 7(b). Note that this difference is significantly stronger than that in Fig. 9(b). Figure 10(c) shows again a comparison of the directly modelled and retrieved Green’s functions at $x_{3,F} = 5$ cm. Figure 10(d) shows the retrieved reflection response $R(s_1 = 0, x_{3,F}, \tau)$ for $x_{3,F} = 5$ cm, obtained by inverting Eq. (75). The amplitude of the retrieved reflection event at 8.0 μs is now 0.096, almost a factor 2 too low. Moreover, the events directly following this reflection event are caused by multiple reflections in the medium above $x_{3,F} = 5$ cm, which obviously have not been removed by this method.
In practice, we do not know the exact model, so we can obtain only an estimate of the direct arrival of the focusing function and of the onset times \( \tau_{on}^+ \) and \( \tau_{on}^- \). We apply the same Marchenko method as above (again with five iterations for each focal depth), but this time we use erroneous phase velocities \( c_0 \) of 975, –2050, 2550, and –2950 m/s in the four layers (and the same numerical values for the mass density). Because of the erroneous velocities, the travel times of the retrieved Green’s functions are erroneous as well, but the multiple reflections are correctly handled. Figure 11(a) shows the retrieved reflection response \( R(s_1 = 0,x_{3,F},\tau) \) for \( x_{3,F} = 5 \) cm. We observe a single reflection event at 7.6 \( \mu s \) and hardly any remnants of multiples, which confirms that the multiple reflections occurring in the medium above \( x_{3,F} \) have again been properly removed. The phase of the reflection event is distorted, but the envelope (indicated by the dashed line) has a peak value of 0.149, which still approximates the true reflection coefficient \( r_3 = 0.180 \) reasonably well.

Finally, we repeat the numerical experiment, using the same erroneous phase velocities, for a dipping plane wave with a small non-zero horizontal slowness \( s_1 = 40 \mu s/m \). The propagation angle \( \alpha \) for \( \omega = \omega_c \) is related to the slowness \( s_1 \) and the phase velocities \( c_0 \) of the different layers via \( \alpha = \arcsin(s_1 c_0) \). For \( s_1 = 40 \mu s/m \), the angles in the four layers of Fig. 6 are 2.29°, –4.59°, 5.74° and –6.89°, respectively. The retrieved reflection response \( R(s_1 = x_{3,F},\tau) \) for \( s_1 = 40 \mu s/m \) and \( x_{3,F} = 5 \) cm is shown in Fig. 11(b). The amplitude of the retrieved reflection response of the third interface is 0.157, which is a reasonable approximation of the true reflection coefficient \( r_3 = 0.181 \) for \( \omega = \omega_c \) and \( s_1 = 40 \mu s/m \).

VI. CONCLUDING REMARKS

We have shown that the Marchenko method, which retrieves the wavefield inside a medium from its reflection response at the surface, can be extended for metamaterials. The main modification is the use of a new window function, which better accounts for the strong dispersive behaviour of waves in metamaterials. The method holds in the low frequency limit for elastodynamic and electromagnetic waves in layered media, consisting of a mix of natural materials and metamaterials. Multiple scattering between the layer interfaces is properly taken into account. We have shown with a numerical example that the method accurately retrieves the response to a source at the surface, observed by virtual receivers inside the medium. By deconvolving the retrieved upgoing field by the retrieved downgoing field, we
accurately obtain the reflection response between a virtual source and a virtual receiver, both inside the medium. The method works well for vertically propagating plane waves and for dipping plane waves with small horizontal slownesses, corresponding to propagation angles up to approximately 7°. For larger horizontal slownesses, the method becomes unstable. Due to the strong dispersive behaviour of the DNG layers, the propagation angle for a fixed horizontal slowness is frequency-dependent and can become post-critical for high frequencies, which explains the unstable behaviour. A possible remedy is to remove the high frequencies from the source spectrum, but this will go at the cost of resolution. Further research is needed to optimize the proposed method for a wider range of propagation angles.

Whereas we only considered horizontally layered media, in principle, the method can be extended for laterally varying metamaterials in a similar way as for natural materials. The strong dispersive character of metamaterials will limit the maximum aperture angle of the space-time focusing operators and hence the obtainable lateral resolution. An interesting option to be investigated further is the virtual plane-wave Marchenko approach for laterally varying media modified for metamaterials.

The proposed method can potentially be used in any application of metamaterials where knowledge of the wavefield inside the medium is required, for example, in non-destructive testing of layered materials, where anomalies of the retrieved reflectivity may be used to determine the location of a delamination.
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