Shallow crustal imaging using distant, high-magnitude earthquakes
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SUMMARY

Global phases, viz. seismic phases that travel through the Earth’s core, can be used to locally image the crust by means of seismic interferometry. This method is known as Global Phase Seismic Interferometry (GloPSI). Traditionally, GloPSI retrieves low-frequency information (up to 1 Hz). Recent studies, however, suggest that there is high-frequency signal present in the coda of strong, distant earthquakes. This research quantifies the potential of these high-frequency signals, by analysing recordings of a multitude of high-magnitude earthquakes (≥6.4 Mw) and their coda on a selection of permanent USArray stations. Nearly half of the P, PKP and PKIKP phases are recorded with a signal-to-noise ratio of at least 5 dB at 3 Hz. To assess the viability of using the high-frequency signal, the second half of the paper highlights two case studies. First, a known sedimentary structure is imaged in Malargüe, Argentina. Secondly, the method is used to reveal the structure of the Midcontinent Rift below the SPREE array in Minnesota, USA. Both studies demonstrate that structural information of the shallow crust (<5 km) below the arrays can be retrieved. In particular, the interpreted thickness of the sedimentary layer below the Malargüe array is in agreement with earlier studies in the same area. Being able to use global phases and direct P-phases with large epicentral distances (>80°) to recover the Earth’s sedimentary structure suggests that GloPSI can be applied in an industrial context.
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1 INTRODUCTION

Claerbout (1968) found that the 1-D reflection response of a layered medium can be retrieved by autocorrelation of the transmission response of the medium due to an incident plane-wave. This finding forms the basis of reflected-wave interferometry (Wapenaar et al. 2010). Ruigrok & Wapenaar (2012) then adapted this theory for use in global-scale seismology, resulting in Global-Phase Seismic Interferometry (GloPSI). The method retrieves the reflection response of the medium from the transmission response of global phases, viz. earthquake phases that have traveled through the Earth’s core before reaching a receiver (such as PKP- and PKIKP-phases; Storchak et al. 2003). For the application of GloPSI, seismicity can be used over a large area at the other side of the globe. The vertical component already provides a relatively accurate estimate of the reflection response.

Although GloPSI has been used to obtain images of the upper mantle and crust (e.g. Ruigrok & Wapenaar 2012; Nishitsuij et al. 2016), these studies were performed in relatively low-frequency bands (0.04–1 Hz). Imaging the shallow crust, however, requires higher frequencies to be included, in order to improve the vertical resolution of the sections. This raises the question whether shallow crustal imaging can be achieved with GloPSI.

This study is partly inspired by results from another technique that is also largely based on the results by Claerbout (1968), known as Ambient Noise Seismic Interferometry (ANSI). The application of ANSI to retrieve body waves, used in geophysical exploration and monitoring, is known to provide valuable reflection information of the shallow crust up to depths of ~1 km (e.g. Draganov et al. 2007, 2009, 2013; Boulenger et al. 2015). ANSI can also provide valuable reflection information at much larger depths: Moho-reflected P waves (PmP) were retrieved from ANSI-autocorrelations by Ruigrok et al. (2011) and Poli et al. (2012), and Moho reflected S waves were retrieved by Zhan et al. (2010). Whereas ANSI-autocorrelations for frequencies up to 0.55 Hz were used by Oren & Nowack (2017) to estimate crustal thickness, Tibuleac & von Seggern (2012) retrieved Moho-reflected P and S waves (SmS) from ANSI-autocorrelations using frequencies up to 1 Hz.
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Autocorrelations of ambient noise with frequencies in the range 1.0–2.0 Hz were used by Becker & Knapmeyer-Endrun (2018) to map crustal thickness. Gorbatov et al. (2013) and Kennett et al. (2015) autocorrelated ambient noise in the 2.0–4.0 Hz range to identify PmP. The same frequency band was used by Saygin et al. (2017) to determine basin-depth; their results indeed provided reflection information at shallow crustal scale. Even more recently, higher frequencies, up to 8 Hz, were used by Heath et al. (2018) to determine internal volcano structure and, finally, Romero & Schimmel (2018) employed frequencies up to 18 Hz to map the basement of the Ebro basin with autocorrelations of ambient noise.

Based on this overview of ANSI examples, it can be concluded that the frequency band for which ANSI can be applied successfully for delineation of intracrustal reflectors has broadened largely. In particular, the frequency-band has widened for ANSI-autocorrelations, and applications now range from exploration-scale depth (up to a few km) at the high-frequency end to mantle-scale depth at the low-frequency end. It should be noted that even though the frequency-band has broadened for ANSI-autocorrelations, successful application of ANSI is dependent on the location and season, as sufficient body wave coverage and energy in the ambient seismic field is required.

Ideally, a similar scale-range broadening for crustal imaging can be achieved for GloPSI. A positive indication for this broadening was obtained recently: while looking for means to compare the reflections retrieved from ANSI-autocorrelations in a study to determine the geothermal reservoir structure at the Reykjanes peninsula (Iceland), Verdel et al. (2016) observed high-frequency signal (up to 8 Hz) while applying GloPSI to a strong, teleseismic (90°) earthquake. This result appeared to show remarkable correspondence with the ANSI result for a variety of broadband stations and one short period station for depths ranging from 1 to 3 km. This observation triggered this study, which aims to quantify the occurrence of this high-frequency signal and evaluate if GloPSI can indeed be used more widely to retrieve structural information of the shallow crust. Recent work from Saygin & Kennett (2019) found body wave reflections, in the frequency band from 1 to 5 Hz, in the coda of P and S phases at regional distances. If similar frequencies are found in global phases, GloPSI could potentially be used to image the upper crust.

Furthermore, the possibility of including other teleseismic phases in GloPSI is examined. The larger ray parameter of these phases can potentially aid the method in the imaging of dipping structures. In a recent study, Pham & Tkáčič (2018) imaged the thickness of the Antarctic ice using autocorrelations of both global and teleseismic phases.

The first half of the paper addresses quantifying the amount of high-frequency signal. In order to do this, a number of permanent stations from the USArray are selected, that have been recording since at least 2011. This long lifespan ensures that a multitude of high-magnitude events can be analysed. In the second half of the paper, we present two case studies in which we evaluate whether the high-frequency signal is actually suitable for retrieving structural information. The first study uses data recorded by the Malargüe array in Argentina, which is located on top of a sedimentary basin (Ruigrok et al. 2012; Weemstra et al. 2017). In the second case study we utilize data recorded by the SPREE array, which is located on top of the Midcontinent Rift in Minnesota and Wisconsin (Stein et al. 2011; Van der Lee et al. 2013).

2 THEORY

Reflected-wave seismic interferometry is based on the 1-D derivation by Claerbout (1968), who showed that by autocorrelation of the transmission response due to an impulsive source at depth one can obtain the reflection response. This is shown graphically in Fig. 1. Imagine the situation where a plane wave is radiated from the lower half-space below a free surface with a single reflector in the subsurface as shown in Fig. 1(a). The transmission response measured at the surface is given in Fig. 1(b); here the amplitude of the first peak is equal to $r_1$. The amplitude of the consecutive arrivals is obtained by multiplying with $-r_1$ each time (note that for the free surface $r_0 = -1$). The reverse of the autocorrelation of the transmission response reveals a causal and anticausal reflection response as well as a negative delta pulse at $t = 0$ as shown in Fig. 1(c): the first peak in the reflection response has an amplitude of $r_1$, again consecutive peaks (free surface multiples) are obtained by multiplying with $-r_1$.

Eq. (1) shows how this concept can be written in a more general form (Wapenaar et al. 2010):

$$ R(t) + R(-t) - \delta(t) = -T(t) \ast T(-t). $$

Figs 1(b) and (c) are illustrations of the right-hand and left-hand side, respectively. In eq. (1) $R(t)$ and $R(-t)$ denote the causal and anticausal reflection response, respectively, $\delta(t)$ the Dirac delta function and $T$ the transmission response. The in-line asterisk denotes temporal convolution. This equation, however, is only valid for perfectly horizontally layered media and a delta pulse source function, which is rarely the case in reality. Therefore, eq. (1) needs to be adapted in order to include slightly dipping layers. This is done by stacking over events with different ray parameters and azimuths. Furthermore, to account for real source signatures both sides of the equation are convolved with a source time function. Consequently, eq. (1) now reads (Ruigrok & Wapenaar 2012):

$$ \{R(t) + R(-t) - \delta(t)\} \ast S_s(t) \propto \sum_{p_{\text{min}}}^{p_{\text{max}}} \sum_{t_{\text{min}}}^{t_{\text{max}}} -T(p, -t) \ast s_i(-t) \ast T(p, t) \ast s_j(t). $$

Here $p = (p, \theta)$, with $p$ the absolute horizontal ray parameter and $\theta$ the back azimuth. $s_i(t)$ is the source time function of the $i$th source and $S_s(t)$ is the average of all autocorrelations of the source time functions. This is illustrated for a single source in Fig. 1, where the source time function (a 25 Hz Ricker wavelet) of the transmission response (Fig. 1b) turns into an autocorrelation of itself in the retrieved reflection response (Fig. 1c). The summations on the right-hand side imply stacking. The stacking does not only allow for the detection of dipping layers by illumination from multiple angles as stated before, but it also suppresses source-side effects (Ruigrok et al. 2010). In this study we will only consider ray parameters smaller than 0.045 s km$^{-1}$ (i.e. $p_{\text{max}} \leq 0.045$ s km$^{-1}$), in order to ensure that the signal contains information about the reflectivity (almost) directly below the station. Compared to earlier studies (e.g. Ruigrok & Wapenaar 2012; Nishitsuji et al. 2016) this ray parameter limit is slightly higher, allowing to include additional teleseismic events, namely $P$-phase events originating at a distance of at least 80°.

3 ANALYSIS OF THE SPECTRUM OF THE EARTHQUAKE CODA

In order to assess the amount of high-frequency signal, 21 USArray permanent stations, active since at least 2011, have been selected.
Figure 1. Principle of GloPSI. (a) Simple medium with a free surface ($r_0$), a single reflector ($r_1$), and an upgoing plane wave impinging from below. (b) The transmission response due to the plane wave measured at the free surface. (c) The reverse of the autocorrelation of the transmission response reveals the reflection response, which is represented by the causal part, as well as a negative delta pulse at $t = 0$. The figure is inspired by Wapenaar et al. (2010).

Figure 2. The location of the 21 selected USArray stations. Basemap retrieved from ESRI (2014).

The long lifespan of these stations implies that a large number of earthquakes have been recorded; over 2000 earthquakes with a magnitude $>6.4$ occurred from the first recording in 2008 until April 2018. Since individual earthquakes were recorded at multiple stations, more than 10 000 seismograms can be analysed. The location of the selected stations is shown in Fig. 2. The data acquisition and processing will be discussed in the next sections. In addition, a flowchart summarizing these sections is provided in the supporting information (Fig. S1).

3.1 Data acquisition

Earthquake, as well as station data, are retrieved from the IRIS (Incorporated Research Institutions for Seismology) database. For each earthquake, the expected first arrival and ray parameter are calculated using the TauP toolkit (Crotwell et al. 1999) with the IASP91 model (Kennet 1991). Next, the waveform information at each station is retrieved, starting 5 min before the arrival time of the first phase and ending 25 min after its arrival. Finally, the signal is deconvolved with the instrument response of the station, which converts from raw data in digital counts to vertical particle velocities in m s$^{-1}$. From the deconvolved signal the arrival time of each identified phase, i.e. existing at the particular epicentral distance, is determined. Subsequently, the first arrival of each phase, together with 2 min of coda, is used as input signal for further analysis. This signal is equivalent to the transmission response convolved with the source time function in eq. (2). Because multiple phases may arrive within the same 25 min window, multiple signal windows may be selected.

3.2 Data processing

The maximum frequency (denoted by $f_{\text{max}}$) is the frequency at which there is still significant useful energy present in the main phase arrival and subsequent coda. This will be defined by the frequency at which the signal-to-noise ratio (SNR) is still greater than 5 dB. As stated before, the signal starts with the first arrival and stops 2 min thereafter. For the noise, the first 2 min of the recording, which starts 5 min before the arrival of the first phase, is selected. After Fourier decomposition, the SNR, based on signal power, is computed for every frequency sample. Subsequently, this SNR is fitted (in least-squares sense) with a Gaussian function. From this fit, $f_{\text{max}}$ is determined by evaluating the intersection of the fit and the 5 dB threshold. An example of the fit of a 6.9 $M_w$ earthquake is provided in Fig. 3. The event occurred on the 18th of February 2010 at a depth of almost 575 km and was located just southwest of Vladivostok, Russia. At 01:24:55 UTC the first arrival ($P$-phase) was recorded by USArray station 214A in Arizona, at an approximate distance of 85° from the earthquake location.

Another parameter that is considered is the corner frequency ($f_c$). Although this parameter is not directly used for GloPSI, it does provide valuable insights in the quality of the data. Together with long-period spectral level ($\Omega_0$), the corner frequency determines the energy in the far-field displacement spectrum (Shearer 2009).
Shallow crustal imaging with GloPSI

Experience minimal interference with other phases. Fig. 4 shows phases can be expected to be most energetic. Consequently, the of surface bounce points and diffractions along their paths, these

\[ \Omega_0 \] determines the initial level of the spectrum, while the corner frequency indicates the frequency at which the amplitude starts decaying in the displacement spectrum. For increasing earthquake magnitude, \( \Omega_0 \) increases while the corner frequency decreases. A stronger earthquake, therefore, has more spectral energy at low frequencies, but the energy decay of the spectrum also starts at lower frequencies. Thus, it is not straightforward whether a larger earthquake also produces more energy at high frequencies. The corner frequency is approximated by fitting the retrieved amplitude spectra of the earthquakes according to Dost et al. (2018). These authors provide a model to predict the displacement spectrum \( (A(f)) \), which is the product of a source term, an attenuation term, and a site-specific term:

\[
A(f) = \frac{\Omega_0}{(1 + (f/c)^2)^{1/2}} S(f) e^{-\pi f \tau^*}.
\]

Here \( \Omega_0 \) is the long-period spectral level mentioned earlier. The ratio accounts for the source-side effects, according to the source model proposed by Boatwright (1978). The second term, \( S(f) \), is for receiver-site-specific effects. Finally, the exponential term with \( \tau^* \) accounts for propagation and attenuation in the Earth. Since, the corner frequency of high-magnitude earthquakes should be significantly smaller than 1 Hz (Madariaga 1976; Shearer 2009), any events with a corner frequency exceeding 1 Hz are discarded.

3.3 Maximum frequency

In the remainder of this study (i.e. also for the case studies), only the \( P_\perp, \) \( PKP \)- and \( PKIKP \)-phases are considered. Due to the absence of surface bounce points and diffractions along their paths, these phases can be expected to be most energetic. Consequently, the \( f_{\text{max}} \) associated with these phases can be expected to be relatively high. In addition, the ray parameter of these phases is mostly below 0.045 s km\(^{-1} \) at distances greater than 80°. Moreover, they arrive prior to the arrival of \( S \) and surface waves, therefore, these phases experience minimal interference with other phases. Fig. 4 shows the maximum frequency as a function of distance. These results are based on 6865 measurements by the USArray stations (Fig. 2). Note that there is a global trend in the value of \( f_{\text{max}} \), which is decreasing for increasing distances. This is to be expected since, in general, longer distances imply more attenuation losses. At 140–150° a peak is observed, which is due to \( PKP \)-triplications at this distance. Furthermore, the trough at 90–100° can be explained as well; this is where the transition from the \( P \)-phase to \( P_{\text{diff}} \) occurs.

For this study, only the events with a distance of at least 80° are considered since these remain under the maximum ray parameter limit of 0.045 s km\(^{-1} \). Fig. 5 displays \( f_{\text{max}} \) versus magnitude, for events with a minimum distance of 80°, leaving a total of 4082 available events. This graph provides valuable insights into the expected value of \( f_{\text{max}} \), since the selection criteria are the same as those that will be used for GloPSI. Note that the \( f_{\text{max}} \) is increasing with magnitude, and that the mean value is mostly greater than 3 Hz. This is promising for the application with GloPSI since it is significantly larger than the hitherto GloPSI maximum of 1 Hz. Furthermore, the standard deviation appears to increase with increasing magnitudes. This is likely due to the fact that large earthquakes are rarer, meaning there are fewer data available (e.g. over 600 magnitude 6.4 events are recorded, but less than 50 magnitude 8+ events).

Finally, the relation between \( f_{\text{max}} \) and the depth of the earthquakes is studied. The results are shown in Fig. 6. Note that the bin size increases with depth, in order to have sufficient events in each bin (i.e. more than 50 phase recordings). In Fig. 6 a trend is observed, namely that with increasing depth the \( f_{\text{max}} \) also increases. This trend is likely to be caused by the shorter paths (from source to receiver) travelled.

**Figure 4.** Mean of the maximum frequency versus distance. In total 6865 \( P_\perp, PKP \)- and \( PKIKP \)-phases (\( M_\text{w} \geq 6.4 \)), recorded by the selected USArray stations, were considered. For distances of 100–110° none of the selected phases are available. One side of the error bars is equal to 1 standard deviation.

**Figure 5.** Mean of the maximum frequency versus magnitude. In total 4082 \( P_\perp, PKP \)- and \( PKIKP \)-phases were considered, with an event-station distance of at least 80° and a moment magnitude of at least 6.4. One side of the error bars is equal to 1 standard deviation.

**Figure 6.** Mean of the maximum frequency versus depth. Note that the bin size increases with depth, to ensure that each bin contained at least 50 phase recordings. In total 6865 \( P_\perp, PKP \)- and \( PKIKP \)-events (\( M_\text{w} \geq 6.4 \)), recorded by the selected USArray stations, were considered. One side of the error bars is equal to 1 standard deviation.
by the phases, meaning that there is less geometrical spreading and intrinsic attenuation in the subsurface. In addition, in the crust (0 to \(\sim 45\) km), a lot of scattering causes additional attenuation, and therefore lower \(f_{\text{max}}\) is expected. This is confirmed by the figure, as the frequencies increase from 3.3 Hz at 0–5 km depth to almost 4 Hz at depths larger than 40 km. However, the differences in frequencies for different depths are not as large as those observed with distance and magnitude in earlier figures.

4 CASE STUDIES

In the previous section, it was concluded that for large magnitude events a relatively high \(f_{\text{max}}\) is expected. By considering two seismic arrays, we will, in this section, validate whether this observation can be used to image the upper crust. The data acquisition and window selection are the same as for the USAArray. Next, suitable events are selected, based on the ray parameter \((p \leq 0.045\ \text{s km}^{-1})\) and corner frequency \((f_c \leq 1)\) criteria. From the selected data, a threshold frequency \(f_{\text{th}}\) is determined for each station. This threshold frequency is defined as that frequency for which a total of \(n\) events have an \(f_{\text{max}} > f_{\text{th}}\). For a specific \(n\), \(f_{\text{th}}\) varies per station because (i) not all stations have recorded all events (due to gaps in the data), (ii) the subsurface is laterally varying and (iii) different stations have different noise characteristics. Clearly, there exists a trade-off between \(n\) and \(f_{\text{th}}\): where we want to select a large number of events for the purpose of GloPSI (i.e. events that fulfill the criteria regarding ray parameter and corner frequency), \(f_{\text{th}}\) necessarily decreases. Subsequently, we apply spectral whitening to the individual traces. In practice, this is achieved by means of a normalization of each spectral sample by the mean amplitude in a narrow frequency band (0.75 Hz) surrounding the frequency associated with that sample. The last step before autocorrelation is band-pass filtering. The upper cutoff frequency is set to the lowest \(f_{\text{th}}\) of the seismic array of interest for the case study. The lower cutoff frequency is determined such that the frequency band spans at least one octave. Finally, the individual autocorrelations are computed and normalized by their maximum (time-domain) amplitude, prior to the \(n\)-fold stacking. This process is repeated for all stations of the seismic array of interest, resulting in 2-D seismic sections. A concise overview of the processing is provided in the supporting information (Fig. S2).

4.1 Malargüe array

The Malargüe T-Array is located in Argentina, east of the Andean Mountain range. The array consists of 32 short-period stations active during 2012. The array is located on top of the Malargüe basin, a sedimentary syntectonic structure, situated east of the north–south Malargüe Anticline fold axis (Kraemer et al. 2011; Weemstra et al. 2017). The TN-line (north–south) is located about 10 km east of, and in parallel to, this fold axis, whereas the TE-line (east–west) is perpendicular to the axis, with the first station at a distance of about 25 km (Fig. 7). The sedimentary thickness of the basin infill is decreasing towards the east (Kraemer et al. 2011; Nishitsuji et al. 2014). Nishitsuji et al. (2014) concluded this, based on the application of the global phase H/V spectral ratio (GloPHV) method to the Malargüe array. These authors find that the average thickness below the TN-line is about 5 km and that the thickness at the first TE-station is about 4 km and decreases to about 500 m below the easternmost station of the line.

The coverage of \(P\)-phases with high \(f_{\text{max}}\) for the Array was extremely sparse, and, using only \(P\) phases, an \(f_{\text{th}} > 3\) Hz could not be achieved for all stations even at a stacking-fold of \(n = 1\). Consequently, only \(PKIKP\)-phases are considered for autocorrelation. The stacking-fold \((n)\) for the Malargüe array is set to 10, as this allowed to use many stations while still achieving a \(f_{\text{th}}\) close to 3 Hz. In Fig. 8 the \(f_{\text{th}}\) for each station are displayed. Station TE01 is the first, westernmost station of the line, and TE13 is the easternmost station. Interestingly, the stations in the west have a lower \(f_{\text{th}}\) compared to the eastern stations. This may be explained by a thicker sedimentary layer, resulting in more intrinsic attenuation at higher frequencies.

Fig. 9 shows the individual autocorrelations of the \(PKIKP\)-phases for stations TE02, TE07 and TE13, as well as the final stack for each station. The autocorrelations are whitened, as described before, and a 4th-order Butterworth filter between 0.7 and 3 Hz is applied. Finally, the individual autocorrelations are summed to obtain the final stack (displayed in red). On the vertical axis the two-way traveltime (TWT) is displayed, e.g. the time it takes for a body wave to travel down to the reflector and then up to the surface again. The black arrow represents the interpreted depth of the basin, which is deepest below station TE02 and non-existent below station TE13. Note, that the individual autocorrelations also display a lot of wiggles below the basin depth, however, in the final stack these events are weakened. The common events that are shared by all
autocorrelations are not affected; this implies that stacking has the desired effect of removing source-side signatures, whereas receiver-side effects stack constructively.

The final autocorrelation result for the Malargüe array is displayed in Fig. 10; a dipping structure below the TE-line is clearly observed in this figure. The TWT is converted to depth rather crudely, using a constant P-wave velocity of 5.2 km s\(^{-1}\) (e.g. Farias et al. 2010). Compared to the results by Nishitsuji et al. (2014), the results presented here show a slightly thinner sedimentary unit. To get a better estimate of the depth, a better velocity model would be desired. The structure of the basin, however, is almost identical for both studies. The depth of the basin roughly corresponds to the interface between the sandstone of the Neuquén Group and the Permian-Triassic andesite of the Choiyoi Group (Kraemer et al. 2011). We would indeed expect a strong contrast between these layers due to a relatively large difference in the elastic properties of the constituent rocks.

In Fig. 10, positive amplitudes, corresponding with an acoustic-impedance increase with depth, are shown in red and negative amplitudes in blue. The positive (red) structure in the figure is identified as the bottom of the basin. The positive (red) amplitudes are accompanied by neighbouring blue amplitudes, these can be interpreted as the sidelobes of the spatial wavelet that has limited vertical resolution. The location where the dipping structure of the TE-line reaches the surface, seems to coincide with a mountainous structure in the topography. This suggests that the dipping layer surfaces at this location. Furthermore, the approximate depth of the basin at the westernmost stations of the TE-line is 3.7 km, whereas the depth at the extrapolated intersection with the TN-line is equal to 4.5 km. In addition, the northern-most part of the TN-line the signal is slightly distorted and interpretation of the basin depth is harder; at the westernmost stations of the TE-line is 3.7 km, whereas the depth at this location. Furthermore, the approximate depth of the basin roughly corresponds to the interface between the sandstone of the Neuquén Group and the Permian-Triassic andesite of the Choiyoi Group (Kraemer et al. 2011). We would indeed expect a strong contrast between these layers due to a relatively large difference in the elastic properties of the constituent rocks.

In Fig. 10, positive amplitudes, corresponding with an acoustic-impedance increase with depth, are shown in red and negative amplitudes in blue. The positive (red) structure in the figure is identified as the bottom of the basin. The positive (red) amplitudes are accompanied by neighbouring blue amplitudes, these can be interpreted as the sidelobes of the spatial wavelet that has limited vertical resolution. The location where the dipping structure of the TE-line reaches the surface, seems to coincide with a mountainous structure in the topography. This suggests that the dipping layer surfaces at this location. Furthermore, the approximate depth of the basin at the westernmost stations of the TE-line is 3.7 km, whereas the depth at the extrapolated intersection with the TN-line is equal to 4.5 km. In addition, the northern-most part of the TN-line the signal is slightly distorted and interpretation of the basin depth is harder; earlier studies show a similar disturbance at these stations (Nishitsuji et al. 2014; Weemstra et al. 2017).

Finally, we note that Ruigrok & Wapenaar (2012) subtracted the scaled average of all autocorrelograms from the stack of each station in order to further suppress source-side effects. This requires that the array crosses a highly heterogeneous subsurface. A similar approach applied to the Malargüe array improves the results below the TE-line, which is indeed heterogeneous. The result below the TN-line, however, deteriorates, as it crosses relatively laterally homogeneous geology. These results are shown in Figs S5 and S6 of the supporting information.

4.2 SPREE array

The second seismic array we consider is the SPREE-array, located in Minnesota and Wisconsin, USA. The array is designed to get a better understanding of the Midcontinent Rift (MCR) (Stein et al. 2011). The array consists of 83 broad-band stations, of which 67 are located in the US and 16 in Canada. These stations recorded continuously from April 2011 to October 2013 (Wolin et al. 2015). The U.S. stations are subdivided into three lines: SN in the north, SM in the middle and SS in the south as shown in Fig. 11. In this study, we only consider the SN-stations, which are displayed as green dots in the figure. The SN-line starts at station SN43 in the northwest and ends at station SN63 in the southeast. These stations are perpendicular to a gravity anomaly marking the MCR (Stein et al. 2011). Stations SN52 to SN56 are located right on top of the gravity anomaly (Zhang et al. 2016).

The rifting of the MCR occurred 1.1 Ga ago (Hinze et al. 1997); the exact cause for the formation of the rift is up for debate. Both active rifting caused by a mantle plume (Hutchinson et al. 1990) and passive rifting linked to the Grenville Orogeny (Gordon & Hemp ton 1986) have been suggested. This extensional regime strongly thinned the crust, but failed to separate the continent. The formed basin later was filled with sediments and a compressional regime resulted in reverse faults (Hinze et al. 1997). Presently, only the gravity and magnetic anomalies (King & Zietz 1971; Keller et al. 1980) point at the presence of the rift below the relatively flat surface. This study aims to image the main structural features of this rift.

Contrary to the Malargüe array, there were more P-phases available from events at at least 80° epicentral distance, mostly originating from central Chile and Japan, allowing application of GloPSI with P-, PKP- and PKIKP-phases. This addition allows for a lowest \( f_0 \) of 2.60 Hz and a highest \( f_0 \) of 5.53 Hz with a total stacking fold of \( n = 30 \). Moreover, since the SN-line is crossing heterogeneous subsurface, the scaled average of the autocorrelations is subtracted from the final stack of each station. Fig. 12 shows the final results for the SN-line using both P- and PKIKP-phases. Again, a rather crude conversion from TWT to depth was applied, using a constant velocity of 6.4 km s\(^{-1}\) (Chulick & Mooney 2002).

Of particular interest in Fig. 12 is the dim spot located below stations SN52 to SN54, which coincides with the location of the MCR. The cause of this dim spot is likely due to the lower reflectivity of the volcanic rocks of the MCR compared to the surrounding Precambrian crust. The interfaces around this dim spot appear to be dipping towards the MCR, which is an indication for the presence of a graben structure. Similar structures were found for the MCR below the lake superior region (Shay & Tréhu 1993), as well as below the SPREE array itself (Zhang et al. 2016). The subtraction of the scaled average reveals additional features at near-surface depths (e.g. the first few kilometers), similarly as previously shown for TE-line of the Malargüe array (Figs S3 and S5). This allows for comparison of our results with the sedimentary depths found by Zhang et al. (2016). Below the MCR and to the east of the MCR similar structures are found by both studies. However, the base of the sediments towards the west of the MCR is steeply dipping (Zhang et al. 2016) and these dipping interfaces are not captured by the GloPSI results, due to the limited ray parameter band that is used (\( p \leq 0.045 \text{ s km}^{-1} \)).
5 DISCUSSION

Based on observations by Verdel et al. (2016), who found remarkably high frequencies, up to 8 Hz, originating from a teleseismic (90°) earthquake, this work aimed to quantify these findings and use the high-frequency content to image the shallow crust by means of GloPSI.

Although the results presented in this study have shown that structural information can be retrieved, there is still room for improvement. The observant reader may have noticed that we did not apply any source deconvolution, while eq. 2 states that the signal is convolved with some source–time function. Effectively this means that our final results are somewhat polluted with the source signatures and source-side reverberations of the events. However, by stacking over multiple whitened events, with varying source signatures, the source imprints are largely averaged out, so that mainly the signal associated with the receiver-side structure remains.

As stated before, the time-to-depth-conversions were performed rather crudely and the results could be improved by using more realistic velocity models instead. However, since there are no velocity models available for the investigated structures, such an elaborate assessment is beyond the scope of this paper.

In order to compare the signal of different earthquakes, we introduce $f_{\text{max}}$. This parameter denotes the highest frequency at which the SNR is greater than 5 dB. While this work has shown the potential of using high-frequency signal, we did not discuss the exact cause of why some earthquakes provide higher frequencies than others, although some general trends at both the receiver—as well as source side were observed. At the receiver side, a connection between the sedimentary basin thickness and $f_{\text{max}}$ was observed, with $f_{\text{max}}$ decreasing for increasing basin depth. This is likely due to the fact that there is more high-frequency attenuation in the unconsolidated sedimentary unit, compared to the intrusive basement. At the source side, some possible explanations were found during the $f_{\text{max}}$ analysis of the US-Array stations. First, it was found that the maximum frequency was decreasing with increasing distance. Second, $f_{\text{max}}$ increased with magnitude. Finally, we saw that the maximum frequency increased with increasing hypocenter depth.

To get a better understanding of the increasing $f_{\text{max}}$ with magnitude, there are two main contributions that need to be considered. For this we consider the circular fault model by Madariaga (1976) as well as self-similarity between earthquakes (Shearer 2009). Self-similarity implies that the amplitude spectrum can be scaled according to source size (Aki 1967). This means that the spectra of different earthquakes can be scaled in accordance with magnitude, and hence different spectra can safely be compared with each other. With an increase in magnitude, the model predicts an increase of the long-period spectral level, while the corner frequency decreases. At
frequencies above the corner frequency, these effects are competing with each other, because, with increasing magnitudes, the energy in the spectrum for a certain frequency band increases due to a higher long-period spectral level, but decreases due to a lower corner frequency. Fig. 5 shows that the reduction in corner frequency is on average more than compensated by an increase in radiated energy. As a consequence, $f_{\text{max}}$ increases with magnitude.

Another question left partly unanswered is which receiver locations would be suitable for the addition of $P$-phases at distances larger than 80°. We found that the SPREE array has a good coverage of events providing these phases, while the Malargüe array was situated in an area with almost no coverage.

Nevertheless, GloPSI yields a clearer image at the Malargüe array than the SPREE array, even though less events were available. This is predominantly due to two reasons. First, the reflecting interfaces below the SPREE array are sometimes far from horizontal, whereas the interfaces below the Malargüe array are only slightly dipping. With our addition of $P$-phases, the illumination was increased from $p \leq 0.04$ s km$^{-1}$ (using only global phases) to $p \leq 0.045$ s km$^{-1}$. This remains insufficient for imaging steeply dipping interfaces. Secondly, there is a strong contrast in elastic properties expected between the sedimentary overburden and the intrusive basement below the Malargüe array, while the contrasts below the SPREE array are less pronounced, since it mostly consists of volcanic rock at the depths were GloPSI is operating.

Using GloPSI in conjunction with other methods can improve the reliability of shallow crustal imaging results. This was shown for the Malargüe array where GloPSI was used to confirm earlier findings from Nishitsuji et al. (2014), and for the SPREE array where it highlighted the presence of the MCR. Another advantage is the cheap and fast computational performance of the method. Finally, the frequency bands (0.7–3 Hz) used in this study are still recorded well with 5 Hz nodal sensors and cabled geophones. This, in combination with only requiring a vertical component, opens the door to applications of GloPSI to large N arrays (dense seismic arrays, e.g. Lin et al. 2013).

6 CONCLUSION

This work aimed to quantify high-frequency signal originating from teleseismic, high-magnitude earthquakes and apply GloPSI to image the shallow crust. First, a large amount of waveforms recorded between 2008 and 2018 by 21 USArray stations were analysed. By fitting the SNR and determining the maximum frequency, where the SNR is still above the 5 dB threshold, $f_{\text{max}}$ was obtained. It was found that $f_{\text{max}}$ increases with magnitude and depth, but decreases with distance. 48.6 per cent of the analysed $P$-, $PKP$- and $PKIKP$-phases showed an $f_{\text{max}}$ greater than 3 Hz, 33.2 and 23.7 per cent had a frequency greater than 4 and 5 Hz, respectively. Next, the method was applied to two arrays in order to image the shallow crust. Using data with frequencies between 0.7 and 3 Hz we were able to constrain a sedimentary structure, and identify the imprint of a rifting structure in the upper crust.

The results of this study lead the way for industrial applications of GloPSI, where it can be used in conjunction with other methods to gain a better understanding of the shallow crustal structure, in particular sedimentary basin delineation.

ACKNOWLEDGEMENTS

The authors thank two anonymous reviewers for their valuable comments, which helped to improve both the contents and readability of this manuscript. We also kindly thank Dirk Kraaijpoel (TNO) for valuable discussion on the correlation results.

The facilities of IRIS Data Services and specifically the IRIS Data Management Center were used for access to waveforms, related metadata, and/or derived products used in this study. Data from the TA network were made freely available as part of the
EarthScope USArray facility, operated by the IRIS. IRIS Data Services are funded through the Seismological Facilities for the Advancement of Geoscience and EarthScope (SAGE) Proposal of the National Science Foundation under Cooperative Agreement EAR-1261681.

The authors thank Incorporated Research Institutions for Seismology-Program for Array Seismic Studies of the Continental Lithosphere (IRIS-PASSCAL) for providing the seismic equipment and the Argentine Ministry of Science, Technology, and Production Innovation for the financial support connected to the transport of the equipment. The authors also thank Pierre Auger and the Department of Civil Defense of Malargüe for the help during the data acquisition, as well as Deyan Draganov for making the data publicly available.

Furthermore, the authors thank the contributors to the SPREE-project. SPREE was funded by the National Science Foundation through EarthScope (grant EAR-0952154).

Finally, we thank the contributors to QGIS and the qgis2threejs plugin, for freely distributing their software, which was used to process the geographical information for the figures in the paper.

REFERENCES


**SUPPORTING INFORMATION**

Supplementary data are available at GJI online.

Figure S1. Flow chart displaying the data acquisition and processing.

Figure S2. Flow chart displaying the selection, processing and autocorrelation of the data.

Figure S3. Non-perspective PKIKP-results of the TE-line, using a 4th-order Butterworth filter between 0.7 and 3 Hz.

Figure S4. Non-perspective PKIKP-correlation results of the TN-line, using a 4th-order Butterworth filter between 0.7 and 3 Hz. The dashed line marks the intersection of the TE-line. The x-axis is reversed to match the perspective view of the TN-line in Figure 8.
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