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1 Introduction
Isogeometric Analysis (IgA) is easiest explained and motivated as an extension to the Finite Element
Method (FEM). While FEM is currently most prevalent for solving problems over irregular domains,
this method does have its inefficiencies. The main one being the translation between the geometry
created by CAD (Computer Aided Design) and an analysis-suitable geometry. This process is compu-
tationally expensive; it is estimated that for complex engineering designs this translation is responsible
for 80% of overall analysis time. All while only being an approximation to the ’exact’ geometry.

This is the original motivation for IgA; the use of B-Spline basis functions allows for a highly ac-
curate representation of complex geometries as well as establishing a link between the design and the
engineering tools. Another positive for IgA is the higher continuity of basis functions, which is a nice
property that is more and more appreciated.

Challenges in IgA include assembly of the system matrix and right hand side vector, which isn’t
as straightforward as it may be in for example FEM. The main challenge however, lies in the fact that
many common solvers for linear systems don’t perform well for our IgA discretization.
The proposed method for solving the linear system is a p-multigrid method. In most multigrid meth-
ods the coarsening is in the mesh width h, here coarsening is applied in the spline degree p. This
comes with its own intergrid operators and challenges.
Traditional smoothers such as Gauss Seidel do not perform for higher spline degree p. Hence we need
to consider alternative smoothers. For this smoothers are suggested based on incomplete LU factor-
izations.

The core of this literature review will start with a description of IgA and how to go from a boundary
value problem to a linear system of equations (chapter 2). After this strategies are proposed on how
to efficiently solve these systems (chapter 3). Finally in chapter 4 there are the results of several
numerical experiments, that match the behaviour one would expect from the literature.

Sources: [1], [2].
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2 Isogeometric Analysis

2.1 Variational Formulation and Geometry Function

As mentioned before, IgA is used to find an approximation to boundary value problems. For instance,
the homogeneous Poisson equation could be considered.{

−∆u = f in Ω,
u = 0 on ∂Ω.

Here Ω is an open domain in Rd, ∂Ω the boundary of Ω, f ∈ L2(Ω).

2.1.1 Variational Form

As is the case with FEM, the solution stategy is based on a textbfvariational formulation (also known
as weak formulation). To find the variational formulation to this boundary value problem, we consider
the function space V . Here V is defined as

V := {v ∈ H1(Ω), v = 0 on ∂Ω},

where H1(Ω) the first order Sobolev space. This space consists of all functions v ∈ L2(Ω) that have
weak and square-integrable first derivatives as well as being 0 on the boundary. Please note that the
solution u to the boundary value problem must lie in this set V .

The variational form is obtained by multiplying the PDE with a test function v ∈ V and integrating
over Ω. Then integration by parts and Gauss’ divergence theorem are applied. The boundary integral
vanishes as v is zero on the boundary.

−
∫

Ω
∆uv dΩ =

∫
Ω
fv dΩ,

−
∫

Ω
div(∇uv) dΩ +

∫
Ω
∇u∇v dΩ =

∫
Ω
fv dΩ,

−
∫
∂Ω
∇uv · n dΓ +

∫
Ω
∇u∇v dΩ =

∫
Ω
fv dΩ,∫

Ω
∇u∇v dΩ =

∫
Ω
fv dΩ,

which will be abbreviated as

a(u, v) = 〈f, v〉 .

For the boundary value problem to hold, a(u, v) = 〈f, v〉 must hold for every v ∈ V . Hence solving
the variational form for every such v will give the desired solution to the boundary value problem.

To discretize the variational form, V is replaced by a finite dimensional subspace Vh ⊆ V . Let
φ1, ..., φn be a basis of Vh, then the numerical approximation uh ∈ Vh is constructed as the linear
combination of these basis functions:

uh =
n∑
i=1

uiφi.

Inserting uh into the variational form and testing with v = φi for i = 1, ..., n we find

a(uh, φi) =
n∑
i=1

ui a(φi, φj) for j = 1, ..., n
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And therefore we obtain the linear system

Au = f, where

Ai,j = a(φi, φj), fi = 〈f, φi〉 i, j = 1, ..., n.

Determining the coefficients ui through this linear system will give the approximation to the varia-
tional form and therefore the boundary value problem.

2.1.2 Geometry function

Now, suppose the physical domain is parametrized. Suppose that there is some geometry function
F that is an invertible mapping from parameter domain Ω0 to physical domain Ω (see figure 1).

Figure 1: Parametrization of Ω. The parametric domain is denoted by Ω0. From: [3]

The following is a well known integration rule∫
Ω
w(x)dx =

∫
Ω0
w(F (ξ))| detDF (ξ)|dξ,

with DF (ξ) = (∂Fi
∂ξj

)i,j=1,...,d the Jacobian matrix.

Applying this to the integrals in the variational form we find

a(u, v) =
∫

Ω
∇u · ∇vdx =

∫
Ω0

(∇uDF (ξ)−1) · (∇vDF (ξ)−1)| detDF (ξ)|dξ,

〈f, v〉 =
∫

Ω
fvdx =

∫
Ω0

(fv)(F (ξ))| detDF (ξ)|dξ.

This is slightly different to what is done in FEM. There the geometry transformation is applied later,
on integrals over elements, not the entire domain. As the grid in FEM is (often) build from triangles,
this transformation is a linear transformation. The basis functions are often tent-functions, but also
other choices for basis functions can be made.

In IgA B-splines (or more generally NURBS) are used to define F. For the basis functions we will use
B-spline basis functions, which will be defined in section 2.2.

Sources: [4],[3].

4



2.2 B-splines

An example of a B-spline curve can be seen in figure 2. B-spline curves, surfaces and solids are
excellent for describing complicated shapes. Also, the B-spline basis functions are used as the basis
functions in our IgA discretization.

Figure 2: An example of a B-spline, in this case a piecewise quadratic curve in R2. From: [5]

2.2.1 B-spline basis functions

B-spline basis functions are piecewise polynomials and defined using a knot vector. A knot vector
in one dimension is a set of coordinates in the parametric space, written Ξ = {ξ1, ξ2, ..., ξn+p+1}. Here
ξi ∈ R is the i-th knot, i the knot index, p the polynomial order, and n the number of basis functions
which compromise the B-spline.
For instance, a typical knot vector for piecewise quadratic (p = 2) polynomials would be {0, 0, 0, 1

8 ,
1
4 ,

3
8 ,

1
2 ,

5
8 ,

3
4 ,

7
8 , 1, 1, 1}. This vector is open (as it repeats the endpoints p times) and uniform (the distances

between the knots is uniform).

B-spline basis functions are defined recursively

φi,0(ξ) =
{

1 if ξi ≤ ξ < ξi+1,

0 else,

φi,p(ξ) =


ξ−ξi

ξi+p−ξi
φi,p−1(ξ) + ξi+p+1−ξ

ξi+p+1−ξi+1
φi+1,p−1(ξ) if well defined,

0 else.

This recursion is known as the Cox-de Boor formula. Due to this recursive definition the derivatives
of B-spline basis functions are efficiently represented in terms of the lower order bases

d

dξ
φi,p(ξ) =


p

ξi+p−ξi
φi,p−1(ξ)− p

ξi+p+1−ξi+1
φi+1,p−1(ξ) if well defined,

0 else.

Similar expressions exist for the higher order derivatives, but we don’t deem it necessary discussing
them here.

Examples of some lower order basis functions can be seen in figure 3. The knot vector used is
{0, 1

8 ,
1
4 ,

3
8 ,

1
2 ,

5
8 ,

3
4 ,

7
8 , 1} for p = 0 and expended with additional zeros and ones for increasing p.

Some important properties of the B-spline basis functions include:

• They add to one, that is, ∀ξ ∑n
i=1 φi,p(ξ) = 1. This is known as the partition of unity property.

• They are non-negative, that is φi,p(ξ) ≥ 0 ∀ξ.

• The support of each φi,p is compact and contained in the interval [ξi, ξi+p+1].
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Figure 3: Basis functions of order 0,1,2,3 for an open uniform knot vector

• They are Cp−1(that is, they have continuous derivatives up to order p − 1), if there are no
repeated knots. They are Cp−k−1 if a knot is repeated k times.

These properties immediatly give for some usefull consequences. For example, the support structure
gives for sparse matrices. It can also be seen that the amount of non-zero entries increases for higher
polynomial order p. The mass matrix M (more on this in later chapters) will be easy to lump due to
the partition of unity property, etc.

2.2.2 B-spline curves, surfaces and solids

B-spline curves in Rd are constructed by taking linear combinations of B-spline basis functions.
The coefficients are the control points. Given n basis functions, φi,p, i = 1, 2, ..., n and corresponding
control points Bi ∈ Rd, i = 1, 2, ..., n a piecewise-polynomial B-spline curve is given by

C(ξ) =
n∑
i=1

φi,p(ξ)Bi

In general the control points are not interpolated by B-spline curves. Their continuity is inherited by
the continuity of the B-spline basis functions, though now the continuity is also decreased for repeated
control points. Both this interpolation of control points (marked in red) and the decrease in continuity
can be seen in figure 2.

B-spline surfaces and B-spline solids are defined in a similar manner. For the B-spline surfaces
consider a control net Bi,j , i = 1, ..., n, j = 1, ...,m and knot vectors Ξ = {ξ1, ..., ξn+p+1} and
H = {η1, ..., ηm+q+1}. Then the tensor product B-spline surface is defined by

S(ξ, η) =
n∑
i=1

m∑
j=1

φi,p(ξ)ψj,q(η)Bi,j

The formulation for a B-spline solid contains a control net Bi,j,k with 3 indices, 3 knot vectors and 3
sets of basis functions.
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2.2.3 Refinement strategies

In the multigrid solver it will be necessary to describe B-splines using different sets of basis functions
and control points. Several strategies are known for refining the B-spline basis through expanding the
knot vector Ξ and adjusting the control points. These strategies are called h-refinement, p-refinement
and k-refinement.
h- and p-refinement also exist in FEM and are known as knot insertion and order elevation respec-
tively. k-refinement is exclusive to IgA. They are best explained through a simple example:

h-refinement: {0, 0, 1
2 , 1, 1} to {0, 0,

1
4 ,

1
2 ,

3
4 , 1, 1}; additional distinct knots are inserted.

p-refinement: {0, 0, 1
2 , 1, 1} to {0, 0, 0,

1
2 ,

1
2 , 1, 1, 1}; the multiplicity of every knot is increased.

k-refinement: {0, 0, 1
2 , 1, 1} to {0, 0, 0,

1
2 , 1, 1, 1}; the multiplicity of the endpoints is increased.

The impact of these refinements on the basis functions can be seen in figure 4.

Figure 4: Different refinement techniques

Important observations to make: The number of basis functions almost doubles for h- and p-refinement
(though this is better seen in bigger examples), while for k-refinement the number of basis functions
only increases by one. Both p- and k-refinement allow for order elevation of the basis functions,
though another major benefit of k-refinement opposed to p-refinement being a better continuity for
the internal knots.
Throughout this literature study, we adopt k-refinement unless stated otherwise. In chapter 3 it is
further elaborated how changing the knot vector and basis functions impacts the coefficients.

Sources: [1], [5].
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2.3 Matrix Assembly

For the matrix assembly a method is shown that is very similar to the method used in FEM. The
idea is to decompose the integral over the entire parameter domain Ω0 into rectangular or cuboid
atomic contributions and apply standard cubature rules such as Gauss formulae on each rectangle
resp. cuboid afterwards.

Using system matrix A and right hand side vector f from section 2.1, assuming F = id so that
the expressions remain readable, we receive

Ai,j =
∫

Ω
∇φi∇φj dΩ =

Nel∑
k=1

∫
Ωk

∇φi∇φj dΩ,

fi =
∫

Ω
fφi dΩ =

Nel∑
k=1

∫
Ωk

fφi dΩ.

2.3.1 Support of basis functions

In section 2.2.1 the support structure of the basis functions was already mentioned. They are zero over
most elements, making the integrals over those elements zero by default, thus reducing the amount of
integrals that have to be calculated.

The support of these basis functions can be visualized in several ways. The first being: given a
basis function, in what elements is this basis function unequal to zero (see figure 5a). The blue area is
the support of basis function φ1,1, the red area the support of φ3,2, the green area is where both basis
functions are supported. p = 2 in this image.
Another way to look at it: given an element, what basis functions are supported on this element (see
figure 5b). Again for p = 2, the red dots show what basis functions are relevant for integrating over
the green area.
Finally, in figure 5c the nonzero pattern of the matrix A is shown for p = 2 and Nel = 8 in both
directions. As p = 2 we see two non-zero entries to the left and two non-zero entries to the right of
the diagonal. As well as two blocks to the left and on the right respectively.

(a) bsplinesupport1 (b) bsplinesupport2 (c) sparsitypattern

Figure 5: bsplinesupport. (a) and (b) from: [1]

2.3.2 Integral approximation

The selected approximation method is Gauss quadrature.∫ 1

−1
f(x)dx ≈

n∑
i=1

wif(xi)

8



An n-point Gauss quadrature rule is exact for polynomials of degree 2n − 1, by suitable choice of
quadrature points xi and weights wi. These points and weights for the standard interval [−1, 1] can
be found in figure 6.

Figure 6: Gauss quadrature points and weights. From: [6]

Considering for example the expressions for Ai,j earlier this section, degree of basis functions p = 2.
Then both ∇φi and ∇φj would have have degree 1, hence the integrand having polynomial order 2. 2
quadrature points would be sufficient to exactly calculate the integral.

Generally, the geometry function F isn’t simply the identity, the integrand isn’t a polynomial. Still
for these functions, Gauss quadrature works quite well.

Change of interval
Figure 6 gives the points and weights for an integral over [−1, 1], however this isn’t the domain we are
interested in. This is easily accounted for using a simple transformation. An integral over [ξi, ξi+1] is
approximated∫ ξi+1

ξi

f(ξ)dξ = ξi+1 − ξi
2

∫ 1

−1
f

(
ξi+1 − ξi

2 x+ ξi + ξi+1
2

)
dx

≈ ξi+1 − ξi
2

Nel∑
k=1

wif

(
ξi+1 − ξi

2 xi + ξi+1 − ξi
2

)
.

The quadrature rule is easily expanded to squares or cubes. For example, for p = 3 and integrating over
[−1, 1]2, the quadrature points are {−

√
3
5 , 0,

√
3
5}×{−

√
3
5 , 0,

√
3
5}. The weights are (5

9 ,
8
9 ,

5
9)⊗(5

9 ,
8
9 ,

5
9).

For a rectangle [ξi, ξi+1]× [ηj , ηj+1] we again will have to use a simple transformation.

Sources: [1], [7], [8], [6].
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2.4 Multipatch

So far we have pretended all domains can be mapped onto either the unit square (2D) or the unit
cube (3D). But this is of course not the case, in almost all practical circumstances it will be necessary
to describe domains with multiple patches.
Most common reason is the situation where the domain simply differs topologically from a square or
cube. For example the shape in figure 7, it is clear we can’t find invertible F that maps this domain
to the unit square. Instead all coloured are mapped seperately to their own unit squares.
Other reasons to use multiple patches include when different materials or different physical models

Figure 7: Example of a geometry where multiple patches are required. From: [9]

are used in different parts of the domain. Finally it may be computationally efficient to assemble
different subdomains in parallel, which is more convenient when using multiple patches.

In multipatch, Ω is divided into a collection of non-overlapping subdomains Ωk such that Ω̄ = ⋃K
k=1 Ω̄k.

We call Ω a multipatch geometry consisting of k patches. For each Ωk a geometry function Fk is then
defined to parametrize each subdomain individually

Fk : Ω0 → Ωk Fk(ξ) = x ∈ Ωk, ∀ξ ∈ Ω0.

For illustration, consider the multipatch geometry consisting of 4 patches as shown in figure 8. In the
same figure you can also see the resulting block structure of the system matrix A.
The first 4 diagonal blocks Aii are associated with the interior degrees of freedom on Ωi. AΓΓ denotes
the degrees of freedom at the interface Γ. Finally, the off-diagonal blocks denote the coupling between
degrees of freedom at the interior and the interface.
The resulting block structure is called a block arrowhead matrix. This particular block structure is of
course only achieved for particular numberings of the degrees of freedom. The blocks A11, ..., A44, AΓΓ
will look similar to the matrix A in figure 5c.

Figure 8: A multipatch geometry, consisting of 4 patches and the resulting block structure of the
system matrix. From: [9]

Sources: [1], [9].
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3 Multigrid Methods

3.1 Introduction Multigrid

In chapter 2 we described how a boundary value problem leads to a linear system of equations, using
IgA. This chapter focusses on solving the resulting linear system. In particular, we focus on multigrid
methods.
Multigrid methods aim to solve linear systems by combinining a basic iterative method and a cor-
rection which is based on a connected and easier problem. Multigrid is shown to be very efficient,
especially for large systems.

The goal is to determine u in Au = f, but the dimensions of this problem are too big to do so
effectively with just a basic iterative method.
Therefore consider the connected system Ãũ = f̃. Here Ã, ũ and f̃ are connected to the original matrix
and vectors via a prolongation operator IP (u = IP ũ) and restriction operator IR ( ũ = IRu).
Ã can be obtained by either rediscretizing the bilinear form or by applying so-called Galerkin coars-
ening: Ã = IRAIP .

In the remainder of this section various multigrid algorithms are shown, starting with the most basic
application of multigrid. As more and more is added these alterations will be explained and motivated.
v will be used to denote the approximation to u.
Multigrid algorithm 1 shows the use of two different grids and can be used to determine a reasonable
initial guess v. It is however of no use in trying to iteratively improving our solution.

ALGORITHM 1
Goal: Determine u in Au = f.
1. Determine Ã and f̃, using Ã = IRAIP and f = IP f̃.
2. Solve for ṽ, using Ãṽ = f̃.
3. Determine v, by prolongating v = IP ṽ.

To further improve on an initial guess we use the residual equation. That is, instead of working
on Ãũ = f̃ we work on Ãẽ = r̃. We see (approximately) how big the error is and thus how much
our guess should be corrected. This leads to multigrid algorithm 2. The sequence can be repeated
iteratively to further improve your guess v.

ALGORITHM 2 (Coarse grid correction)
Goal: Determine u in Au = f.
1. Compute the residual r = f−Av.
2. Restrict the residual r̃ = IRr.
3. Solve Ãẽ = r̃.
4. Prolongate the error e = IP ẽ.
5. Update the guess v← v + e.

It is known from literature that coarse grid correction (algorithm 2) is effective in reducing low fre-
quency components of the error. On the other hand basic iterative methods such as Gauss Seidel
or (damped) Jacobi reduce the high frequency components. Hence, they are often used together. A
typical multigrid method contains both smoothing steps and a coarse grid correction. Algorithm 3
is an example of this. The number of pre- and postsmoothing steps is denoted by ν1 and ν2 respectively.

ALGORITHM 3 (Two-grid cycle)
Goal: Determine u in Au = f.
1. Relax ν1 times on Au = f with initial guess v.
2. Compute the residual r = f−Av.
3. Restrict the residual r̃ = IRr.

11



4. Solve Ãẽ = r̃.
5. Prolongate the error e = IP ẽ.
6. Update the guess v← v + e.
7. Relax ν2 times on Au = f with initial guess v.

The most effective way of solving Ãẽ = r̃ may be to restrict to an even easier grid. That is, we
want to apply the multigrid approach recursively.
This recursive use of multigrid leads to a V-cycle and is described in multigrid program 4. Figure 9a
shows the V-cycle scheme in a more visual way.

ALGORITHM 4 (V-cycle)
Goal: Determine u in Au = f.
Relax ν1 times on Au = f with initial guess v.
1. Compute f̃ = IRr.
2. Relax ν1 times on Ãũ = f̃ with initial guess ṽ = 0.
3. Compute ˜̃f = IRr̃.

...
4. Solve A∗u∗ = f∗.

...
5. Update ṽ← ṽ + IP ˜̃v.
6. Relax ν2 times on Ãũ = f̃ with initial guess ṽ.
7. Update v← v + IP ṽ.
8. Relax ν2 times on Au = f using initial guess v.

Next to V-cycles there are several other ways of going through the hierarchy, the main ones being
W-cycles, F-cycles and FMG (full multigrid) and shown in figure 9. Trade-off is speed of doing a single
iteration versus the expected number of iterations necessary.

Figure 9: Visual description of a V,W and F-cycle scheme using 4 levels.

Sources: [10], [11].
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3.2 h-multigrid

The most common choice for the operator Ã is the operator corresponding to a coarser discretization.
Ã is the operator resulting from a discretization with a mesh width 2h instead of h. Hence why we
call it h-multigrid. As a result of the increased mesh width, the matrices and vectors on the coarser
level are significantly smaller.
These are its main advantages: it is well known, well researched and we get to work on significantly
smaller systems on the coarser levels.

For notation we use Ah, A2h, vh, v2h, etc. for matrices and vectors on the different grids.
The prolongation operator is denoted Ih2h. This is to be read from te bottom to the top; it transforms
vectors over a grid with mesh width 2h to vectors over a grid with mesh width h. The restriction
operator is denoted I2h

h .
We will show how these operators look like for both 1- and 2-dimensional problems.

3.2.1 Prolongation operator

To prolongate information from the coarse grid to the fine grid within h-multigrid methods, linear
interpolation is typically adopted. For a 1-dimensional problem this means Ih2hv2h = vh, where

vh2j = v2h
j ,

vh2j+1 = 1
2(v2h

j + v2h
j+1), 0 ≤ j ≤ 1

2n− 1.

In matrix-vector form a small example would look like

Ih2hv2h =



1 0 0
2 0 0
1 1 0
0 2 0
0 1 1
0 0 2
0 0 1



v1
v2
v3

 =



v1
v2
v3
v4
v5
v6
v7


= vh.

When expanding to a 2-dimensional problem, we see Ih2hv2h = vh, where

vh2i,2j = v2h
ij ,

vh2i+1,2j = 1
2(v2h

ij + v2h
i+1,j),

vh2i,2j+1 = 1
2(v2h

ij + v2h
i,j+1),

vh2i+1,2j+1 = 1
4(v2h

ij + v2h
i+1,j + v2h

i,j+1 + v2h
i+1,j+1), 0 ≤ i, j ≤ 1

2n− 1.

3.2.2 Restriction operator

For restriction it may be tempting to simply keep the information on those grid points which are also
on the coarser grid, discard the information on those nodes only on the fine grid. This is known as
injection: v2h

j = vh2j .
But most common and the better choice is full weighting, where a weighted average is taken of fine
grid nodes. For a 1-dimensional problem this means I2h

h vh = v2h, where

v2h
j = 1

4(vh2j−1 + 2vh2j + vh2j+), 1 ≤ j ≤ 1
2n− 1.
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Or in case of a small example in matrix-vector form

I2h
h vh =

1 2 1 0 0 0 0
0 0 1 2 1 0 0
0 0 0 0 1 2 1


v1

...
v7

 =

v1
v2
v3

 = v2h.

For a 2-dimensional problem we can write the operator I2h
h in stencil notation as

I2h
h = 1

16

1 2 1
2 4 2
1 2 1


2h

h

.

With this choice of prolongation and restriction operators the variational condition Ih2h = c(I2h
h )T is

satisfied.

Sources: [10], [11].

14



3.3 p-multigrid

In p-multigrid the coarser level is based on a lower order discretization. That is, the hierarchy is based
on a different order p of the basis functions. A vector vp contains the coefficients of the order p basis
functions to some B-spline curve, surface or solid. vp−1 contains the coefficients to the same curve,
surface or solid, but now using the order p− 1 basis functions.

3.3.1 L2-projection

This transformation is a bit more complicated then the transformations we have seen for h-multigrid.
Here the prolongation and restriction operators are based on a L2-projection. To demonstrate the
change of bases, suppose we have 2 bases B1 = {φ1, ..., φn} and B2 = {ψ1, ..., ψm}. Also suppose we
have a function∑i aiφi lying in the span of basis B1, which we want to rewrite using the basisfunctions
ψj .
This means we have to find coefficients bj such that 1

2 ||
∑
j bjψj −

∑
i aiφi||2L2 is minimized.

1
2 ||
∑
j

bjψj −
∑
i

aiφi||2L2 = 1
2

∫
(
∑
j

bjψj −
∑
i

aiφi)2 dΩ.

For this to be minimized, we need d
dbk

= 0 for all k.∫
(
∑
j

bjψj −
∑
i

aiφi)ψk dΩ = 0 ∀k,

∫
(
∑
j

bjψj)ψk dΩ =
∫

(
∑
i

aiφi)ψk dΩ ∀k,

∑
j

bj

∫
ψjψk dΩ =

∑
i

ai

∫
φiψj dΩ ∀k,

(∫
ψjψk dΩ

)
j,k

b =
(∫

φiψk dΩ
)
i,k
a,

Mb = Pa,

b = M−1Pa.

Note that M is an n× n-matrix, whereas P is an n×m-matrix.

Now to apply this on the different order B-spline basis functions. It has been shown that it is ef-
fective to directly project to the level p = 1 [12]. Therefore only the operators between level p and
level 1 need to be specified.
The prolongation operator is given by

Ip1 = (Mp)−1P p1 ,

the restriction operator is given by

I1
p = (M1)−1P 1

p .

Here the mass matrices M and transfer matrices P are defined as

(Mp)i,j =
∫

Ω
φi,pφj,p dΩ, (P p1 )i,j =

∫
Ω
φi,pφj,1 dΩ,

(M1)i,j =
∫

Ω
φi,1φj,1 dΩ, (P 1

p )i,j =
∫

Ω
φi,1φj,p dΩ.

To avoid having to invert the mass matrices M , its lumped variant ML
i,i = ∑

jMi,j is used. Numerical
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experiments show this barely effects the convergence behaviour of the p-multigrid method. By the
properties (in particular the partition of unity property, see section 2.2) of B-spline basis functions
the lumped matrix is easily calculated.

ML
i,i =

∑
j

Mi,j =
∑
j

∫
Ω
φi,pφj,p dΩ =

∫
Ω

∑
j

φi,pφj,p dΩ =
∫

Ω
φi,p dΩ.

3.3.2 Motivation for p-multigrid

On the level p = 1 the system will not be significantly smaller as it was when we used h-multigrid.
However, the system will be a lot more sparse and will also look a lot more like other better researched
systems. This because the level p = 1 equals FEM, which is widely known and widely researched.

As our system on the coarse grid is very similar to a system resulting from a FEM discretization,
we can use methods which are known to perform well for FEM. This means we can use something
simple like h-multigrid and Gauss Seidel.
That is, after we have gone from level p = p to level p = 1, we can go and do h-multigrid on the level
p = 1. This scheme is visualized in figure 10.

Figure 10: Scheme for combined use of p- and h-multigrid. From: [13]

Sources: [12], [2], [13], [4].
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3.4 Smoothers

Within Multigrid methods, a basic iterative method is typically used as a smoother. However, in IgA
the performance of classical smoothers such as (damped) Jacobi or Gauss Seidel decreases significantly
for higher values of p [14]. Therefore other methods are suggested, such as a smoother using an
Incomplete LU factorization.

3.4.1 Incomplete LU factorization

The goal of an incomplete LU factorization is to find sparse lower- and upper triangular matrices L,U
such that A ≈ LU . This is significantly cheaper then full LU factorization, both for computation and
storage. The resulting ILU smoother still requires significant setup time, however you should need
only one or few smoothing steps.

Two ILU factorizations are suggested: ILU(0) (which is actually part of a wider class of methods
ILU(k)) and ILUT. Both are based on the ikj version of Gaussian elimination. ILU(0) only allows for
nonzero entries on L,U on those positions A contains nonzero entries. NZ(A) denotes those points
where the matrix A contains nonzero entries.

ALGORITHM 1: ILU(0)
Goal: Determine sparse lower and upper triangular L,U such that LU ≈ A.
1. Start with L = I, U = copy of A.
2. for i = 2, ..., n:
3. for k = 1, ..., i− 1 and if (i, k) ∈ NZ(A):
4. Compute pivot lik = uik/ukk, set uik = 0.
5. for j = k + 1, ..., n and if (i, j) ∈ NZ(A):
6. Compute uij = uij − likukj .
7. end for
8. end for
9. end for

The accuracy of the ILU(0) incomplete factorization may be insufficient to yield an adequate rate
of convergence. Allowing for more fill in, that is more nonzero entries, may give for better approxima-
tions to L and U . The methods that allow for this fill in can be more efficient as well as more reliable.
ILUT is similar to ILU(0), except the condition (i, j) ∈ NZ(A) is replaced by another dropping rule
(explained below the main algorithm).

ALGORITHM 2: ILUT
Goal: Determine sparse lower and upper triangular L,U such that LU ≈ A.
1. Start with L=I, U=copy of A.
2. for i = 1, ..., n:
3. w := ai?
4. for k = 1, ..., i− 1 and if wk 6= 0:
5. wk = wk/akk
6. Apply a dropping rule to wk.
7. if wk 6= 0:
8. Update w := w − wkuk?.
9. end if
10. end for
11. Apply a dropping rule to row w.
12. lij = wj for j = 1, ..., i− 1.
13. uij = wj for j = i, ..., n.
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14. Set w = 0.
15. end for

In the factorization ILUT(m, τ) the following rules are used:
1. In line 6, an element wk is dropped (i.e. replaced by zero) if it is less then the relative tolerance τi,
obtained by multiplying τ by the original norm of the i-th row.
2. In line 11, drop again any element in the row with a magnitude below τi. Then, only keep the m
largest elements in both the L part and the U part of the row, as well as the diagonal element, which
is always kept.

Once the factorization is obtained, a single smoothing step is applied as follows:
Calculate error e = U−1L−1(f−Au)
Update guess v← v + e.

3.4.2 Alternative smoothers

In this literature review we decided too focus on the ILU type smoothers, however other methods
have also been suggested. Recent research includes the use of multiplicative Schwarz smoothers [15],
subspace corrected mass smoothers [16], hybrid smoothers [17] and symbol based multigrid smoothers
[18].
These aren’t further elaborated upon in this literature review.

Sources: [14], [19], [20], [13].
Extra sources: [15], [16], [17], [18].

18



4 Numerical Results

4.1 1-dimensional problem

In this section we will consider the homogeneous Poisson equation.
For the 1-dimensional case this will reduce to{

−uxx = f,

u(0) = u(1) = 0.

To make everything as easy is possible for the right hand side f(x) = π2 sin(πx) is chosen. This
makes u(x) = sin(πx) the exact solution to this problem. Also the geometry function in the IgA
discretization is simply the identity. The initial gues will be the zero vector: u0 ≡ 0.

The primary thing we are interested in for our multigrid program is to see how many steps it takes to
converge. For this we use the stopping criterium

||rk||
||r0||

< 10−8.

where rk and r0 are the residuals after k and 0 steps respectively.

4.1.1 h-multigrid + GS

For various combinations of p and Ndof we performed this test for a h-multigrid program with Gauss
Seidel as a smoother, the results are shown in table 1.
The theory suggests that a multigrid code should be h-independent, that is convergence should be
independent of the mesh width. This is reflected in table 1, where for constant p and varying Ndof the
number of steps stays roughly the same.
The theory also suggests that for p = 1, i.e. the finite element case, Gauss Seidel is known to work
very well. However for increasing p the performance of traditional smoothers like Gauss Seidel drops
rapidly. We do see this in table 1 also, but only from p = 5 onwards. In practice one will not go for
such high order basis functions anyway. So not entirely the results one would have expected from the
literature.

p = 1 p = 2 p = 3 p = 4 p = 5 p = 6
Ndof = 17 9 7 6 10 18 49
Ndof = 33 10 8 8 10 19 49
Ndof = 65 10 8 8 10 20 52
Ndof = 129 11 8 8 10 20 54
Ndof = 257 11 8 8 11 20 55

Table 1: h-multigrid V-Cycle: steps till convergence (GS smoother, ν1 = ν2 = 1)

4.1.2 p-multigrid + GS

Next a similar test is performed but this time for p-multigrid.
Here a two level method is adopted. We project directly from p = p to p = 1, then on the p = 1 level
a direct solver is used. On the coarse grid the Gauss Seidel smoother is used.
As expected from the literature we see indepence of h (or independence of Nel) in table 2, but depen-
dence of p.

4.1.3 p-multigrid + ILUT

In our final test again the two level method is adopted, projecting directly from p = p to p = 1 and
using a direct solver on the p = 1 level. But now, instead of Gauss Seidel an ILUT smoother is used
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p = 1 p = 2 p = 3 p = 4 p = 5 p = 6
Nel = 16 - 2 2 3 6 17
Nel = 32 - 2 2 3 6 15
Nel = 64 - 2 2 3 5 13
Nel = 128 - 2 2 3 5 11
Nel = 256 - 1 2 2 5 10

Table 2: p-multigrid two level method: steps till convergence (GS smoother, ν1 = ν2 = 1)

(parameters m = 1,τ = 1012), as this smoother should be independent of p.
We can not see this in table 3 though. No matter the value of p or Nel, it always converges within a
single iteration. Not a lot of information to be gained from this.
This behaviour is explained by the structure of the system matrix A for the 1-dimensional problem. All
information is located very close to the diagonal and because of this the incomplete LU factorization
and ’full’ LU factorization are equal. So even the pre- and postsmoothing steps are already direct
methods, which of course converge in one iteration.

p = 1 p = 2 p = 3 p = 4 p = 5 p = 6
Nel = 16 - 1 1 1 1 1
Nel = 32 - 1 1 1 1 1
Nel = 64 - 1 1 1 1 1
Nel = 128 - 1 1 1 1 1
Nel = 256 - 1 1 1 1 1

Table 3: p-multigrid two level method: steps till convergence (ILUT smoother)

4.1.4 Discussion

The goal of this section was to see if I could replicate the different aspects of IgA and multigrid, then
hopefully see the patterns I was hoping to see. I would say the first part has been achieved. The
second part not quite, the 1-dimensional problem was just to simplified for this.
This is most evident in table 3, caused by the sparsity structure of the matrix A. This will not happen
in a 2- or 3-dimensional problem.
Luckily all routines used in this section are easily adjusted for a 2-dimensional Poisson equation. This
should be a better test to show IgA and multigrid at work. See section ... (does not exist).
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List of symbols
In order of appearance (roughly).

u the unknown in the PDE
f the RHS in the PDE

V function space
Vh finite dimensional subspace
φ1,...,φn basis for Vh

Ω physical domain
Ω0 parameter domain
x point in Ω
ξ point in Ω0
F function linking physical and parameter domain
Ωk, Fk multipatch variations of Ω and F

A the discretization matrix in the matrix equation
u the unknown in the matrix equation
f the RHS in the matrix equation
Can be specified further as Ah,p, uh,p, fh,p

Ξ, knot vector (if we need to consider multiple knot vectors also H and L)
ξi, the i-th knot of Ξ (ηj , ζk also as j-th and k-th knot for H and L respectively)

φi,p(ξ) the i-th order p basis function to knot vector Ξ
h distance between knots
p order of basis functions
Nel number of elements
Ndof degrees of freedom, i.e. the amount of basis functions

xq the quadrature points
wq the weights of said quadrature points

v approximation to u
e general error
r general residual
Can be specified further as vh,p, eh,p, rh,p, etc.

I2h
h example of intergrid transfer
Ih2h example of intergrid transfer

M mass matrix, Mi,j =
∫

Ω φi(x)φj(x) dΩ
ML lumped mass matrix
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