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1

INTRODUCTION

1.1. POROUS MATERIALS

Porous materials are widely used in numerous fields such as separation [1–6], catalysis [7–10], energy storage [11–14] etc. With the discovery of the adsorption capabilities of zeolites, research on porous materials gained momentum in the late 19th century [15]. This made zeolites promising candidates for catalytic processes in the oil and gas industry [15, 16]. Zeolites are nanoporous materials consisting of tetrahedral SiO$_4$ and AlO$_4$ units connected to each other by shared oxygen atoms [17] (Figure 1.1a). As discovered over the years, the pore structure of zeolites varies significantly with the different secondary building units formed by the tetrahedral units, such as 4-, 6-, or 8-member rings etc. [18]. Based on the topology of the framework, zeolites can be distinguished in various types, which are commonly denoted with a three letter code e.g., MFI, LTA etc. [18]. To date, 253 experimentally synthesized [18] and more than 5 million theoretical [19–21] zeolite topologies have been reported. The different types of pore structures with varying pore sizes gave rise to the application of zeolites as molecular sieves [22]. However, only a few types of frameworks e.g., MFI, LTA, MOR, CHA, FAU, LEV [23, 24] are used on an industrial scale. Another important characteristic of zeolites is the ratio of the number of Si to Al atoms (Si/Al ratio) present in the framework which determines the hydrophilicity of the structure [1, 25–27]. The Al content of zeolites leads to charge imbalance which is compensated by the presence of exchangeable nonframework cations, usually alkali or alkaline ions, located in the cavities of the framework [17]. The properties of zeolites, namely the well-defined pore structure, exchangeable cations, and tuneable hydrophilicity are exploited in several industrial processes such as catalysis [7–9, 28], separation technology [3, 4, 29–38], wa-
Figure 1.1: Schematic representation of (a) LTA-type zeolite, (b) the FAKMAH MOF structure consisting of Mn$^{6+}$ metal clusters and $[C_{12}H_4N_4]^{-4}$ organic linkers, and (c) a hyper-cross-linked activated carbon polymer. The graphical representations are created with iRASPA [45].

ter purification [1, 2, 39, 40], and energy storage [11, 12, 41].

Until the end of the 20th century, zeolites dominated the research on porous materials [16]. In the past two decades, new classes of porous materials with a wide-range of physico-chemical properties, i.e., porosity, surface area, hydrophilicity, surface charge etc. have been synthesized [10, 42]. Such classes are for example Covalent-Organic Frameworks (COFs) [43], Metal-Organic frameworks (MOFs) [10], Zeolitic Imidazolate Frameworks (ZIFs) [44] and Porous Polymer Networks (PPNs) [42]. COFs are a class of porous materials with highly ordered crystal structure and permanent porosity [43]. One important feature of COFs is that the composition of the structure can be precisely controlled through the selection of the right organic precursors [43]. MOFs are crystalline porous materials consisting of metal ions or inorganic clusters (nodes) connected by organic linkers [10, 46] (Figure 1.1b). One of the main advantages of MOFs is that they are highly tunable [47]. By changing the organic linkers and/or metal clusters, specific properties such as the porosity, pore size, surface area, hydrophilicity etc. can be altered or embedded to MOFs [46]. Therefore, tailor-made structures with desired properties can be obtained for several technological applications [5, 6, 10, 13, 14]. One drawback of MOFs is that some frameworks can loose structural stability because of the exposure to the water. During the last decade, 90 000 different MOF structures have been experimentally synthesized [48–50], which is only a tiny fraction of the millions of possible MOFs that could be potentially synthesized [16, 51, 52]. ZIFs are a class of MOFs which have the same topological structure as zeolites [44, 53]. ZIFs are composed of metal-ions with tetrahedral coordination (e.g. Fe, Co, etc.) and imidazolate linkers [44, 53]. PPNs are organic polymers which are assembled from different building blocks, commonly small organic molecules [54] (Figure 1.1c). PPNs are synthesized through irreversible cross-linking reactions typically yielding amorphous structures [54, 55]. Similarly to MOFs, PPNs are also highly tunable through the change or functionalization of the used building blocks [54, 55].
One promising building block of PPNs are cyclodextrins (CDs) which are cyclic oligosaccharides comprising D-glucopyranose units linked through $\alpha-1,4$ glycosidic bonds [56]. The most common cyclodextrins contain 6, 7, and 8 glucopyranoside units and are commonly denoted as $\alpha$-, $\beta$-, and $\gamma$-CD, respectively [56]. CDs have a hollow truncated cone shape with a hydrophobic inner and hydrophilic outer surface [56]. Due to this unique structure, the cavity of CDs can encapsulate other molecules by forming inclusion complexes. Upon inclusion complex formation, the physicochemical characteristics of the guest molecule (e.g., solubility, thermal stability, bioavailability, membrane permeability etc.) can be altered, and thus, CDs can be used in a wide variety of applications [57–60]. These applications include, but are not limited to, drug delivery [57, 58, 61, 62], catalysis [57, 63, 64], food [57, 65, 66] and separation technologies [57, 67, 68].

The highly-tunable nature of zeolites, COFs, ZIFs, MOFs and PPNs makes them very attractive to create tailor-made structures for particular applications [16, 52, 54]. Due to the vast variety of available building blocks, the number of conceivable structures is almost unlimited [16, 54, 69]. Although in theory this creates endless possibilities, in practice, only a small fraction of possible materials can be synthesized and tested for a particular application due to the required resources [70–74]. To minimize the number of necessary experiments for identifying optimal building blocks, the understanding of the molecular level behavior of the system is essential. Since most of the physico-chemical phenomena occur inside the pores of the structure, obtaining a molecular level understanding of the involved processes by using only experimental techniques can be a challenging task [75]. Simulations in which all atoms and bonds of the molecules are considered, can be used to obtain information at the molecular scale. These simulations are referred to as molecular simulations and are discussed in the next section of this chapter.
1.2. Molecular Simulation of Porous Materials

Molecular simulations can be used to obtain detailed insight into molecular level phenomena which are often not accessible from experimental measurements [75]. For a comprehensive description of molecular simulation techniques the reader is referred to the appropriate text books [76–78]. The two main types of molecular simulation are Molecular Dynamics (MD) and Monte Carlo (MC) simulations [76, 77, 79]. In MD simulations, the time evolution of a system consisting of interacting particles or molecules is modelled by the numerical integration of Newton’s equations of motion [76]. One of the limitations of MD simulations is the relatively short time scale that can be reached. With the currently available computational resources, the evolution of a realistic system with \(10^4\text{–}10^5\) atoms typically can be only followed on a timescale of milliseconds [77]. In MC simulations, different configurations (system states) of interacting particles or molecules present in the system are generated by performing so-called trial moves (e.g., translation or rotation of molecules) which are accepted or rejected based on the imposed probability distribution of system states, and random numbers [76]. Unlike in MD simulations, the dimension of time is not present in MC simulations (unless it is put in through a "backdoor" [80]). Due to this difference in the two methods, MD and MC simulations are used to predict dynamic and static properties of molecular systems, respectively. However, it is important to note that the calculated properties from the time and ensemble averages in MD and MC simulations, respectively, are identical (ergodicity hypothesis) [76, 77].

The application areas of MC and MD simulations range from testing theories on simplistic models [81–84] to predicting thermodynamic and transport properties of complex, realistic systems [76, 85–88]. Molecular simulations can be also used for predicting the properties of materials which would require to carry out experiments at difficult conditions e.g. high pressure, temperature, using toxic substances etc. For porous materials, MC simulations are most commonly used to gain a fundamental understanding of the adsorption of fluids on porous structures [79, 89, 90]. By performing MC simulations in different ensembles, the heat of adsorption, Henry coefficient, the adsorption loading at a given pressure, and location of adsorption sites can be predicted [76]. MD simulations are typically used to predict the transport properties of molecules inside porous structures [77]. For example the diffusion of fluids inside the pores [76, 79]. The properties calculated by performing MC and MD simulations can be used to design new or improve existing technologies involving the adsorption of fluids on porous materials [91–94].

In the past decades, molecular simulations have been extensively used to obtain molecular understanding of the adsorption of fluids on porous materials [87, 88, 91,
and to identify optimal structures for specific applications [74, 99–104]. High-throughput screening studies have been carried out to identify promising MOFs, zeolites, and PPNs for the storage of CH$_4$ [20, 52, 54, 99, 105], H$_2$ [106–108], and CO$_2$ [74, 109, 110], and for the separation of numerous binary and ternary gas mixtures (i.e., CO$_2$/CH$_4$ [101, 111], N$_2$/CH$_4$ [112], hexane isomers [102], SO$_2$/CO$_2$/CO [113] etc. [103, 114]).

To conduct a high-throughput computational screening study, a database of computation-ready structures (e.g., solvent free, no disordered atoms) is required. The database can consist of already synthesized or hypothetical structures. To date, most of the reported screening studies considered hypothetical structures [51, 52, 99, 106, 107, 115]. In the past decade, several databases containing hypothetical structures have been reported. Wilmer et al. [99] reported a database containing c.a. 138 000 hypothetical MOFs which were built by the combination of 102 building blocks derived from already existing MOFs. In case of zeolites, the hypothetical zeolite database [19] contains more than 5 million zeolite structures. A database containing c.a. 18 000 hypothetical PPNs was also reported by Martin et al. [54]. Databases of hypothetical structures can contain an almost unlimited number and types of structures which provides the opportunity to derive unknown structure-property relationships [104]. Newly discovered structure-property relationships can be used to guide the experimental synthesis effort toward structures with properties that are likely to yield improved performance for the application in interest. Screening studies can also help to identify the performance limit of different classes of materials for certain applications [51, 52]. For example, to assess the feasibility of the target set by the Advanced Research Project Agency-Energy (ARPA-E) for natural gas storage [116], Simon et al. [52] investigated more than 650 000 materials including MOFs, zeolites, and PPNs for the storage of CH$_4$. It was concluded that the target defined by ARPA-E is probably not reachable by using the investigated classes of materials [52]. As demonstrated by Simon et al. [52], high-throughput computational screening studies using hypothetical databases with hundreds of thousands of structures can be powerful tools for finding structure-property relationships and identifying upper application limits of materials which might not be possible if only a small number materials are studied. Moreover, performing screening studies on hypothetical databases can lead to the conclusion that investing in new types of synthesis methods of specific structures or type of materials is not recommended. Since hypothetical materials might turn out to be very complicated or impossible to synthesize, using databases with hypothetical structures for discovering new materials may not be the optimal option. Therefore, to identify promising structures for a specific application, the use of a database with already synthesized (or shown to be synthesizable) materials is preferred. The choice of the database can have a large influence on the out-
come of the screening study depending on the assumptions made during the creation of the database [117, 118]. Since the atomic coordinates of already synthesized materials are derived based on experimental measurements, the reported structures can contain solvents in the pores, have missing hydrogen atoms, structural defects, and may have overlapping atoms [117]. These features might be meaningful in crystallographic studies but can cause problems in molecular simulations, and thus, have to be dealt with. During the creation of a computation-ready database these issues can be handled using different approaches. For example, in the computational-ready experimental (CoRE) MOF database [119] all bound and unbound solvent molecules are removed from the experimental structures. In the Cambridge Structural Database non-disordered MOF subset (CSDSS) database [48] only unbound solvents are removed. Moghadam et al. [48] showed that the adsorption loading of H$_2$ and CH$_4$ on several MOFs that are present in both of these databases is significantly different. This finding highlights that the assumptions made at the creation of the database should be carefully considered in the screening study. Ideally, the identified structures should be synthesized and tested for the application in interest, however, this has been done only in very few studies [99].

Besides screening studies, molecular simulations are widely used to obtain molecular level understanding of the adsorption mechanism and diffusion of molecules in the pores of porous materials [76, 79, 87, 88, 91, 93, 95–98, 120–123]. In addition to predicting macroscopic properties such as adsorption isotherms and heats of adsorption, information on the microscopic level such as preferred adsorption sites, energetic interactions between atoms, and the adsorption mechanism of components can also be obtained from molecular simulations. In porous materials, preferred adsorption sites can be identified using several approaches. It can be done for example based on potential energy maps representing the interaction strength of the adsorbate and adsorbent at different positions inside the structure or by calculating the density distribution of adsorbates inside the structure based on the configurations generated throughout a simulation. By identifying the preferred adsorption sites at different conditions e.g., pressures, temperatures, the relative importance of individual adsorption sites can also be determined. Ultimately, information about the adsorption mechanism of compounds can be obtained which can support the understanding of experimental measurements or the design of new materials [124]. For example, Walton et al. [124] used MC simulations to show that the step-wise adsorption isotherm of CO$_2$ on MOFs is caused by pore filling effects due to the strong electrostatic interactions between CO$_2$ and not by the change in the MOF crystal structure. Düren et al. [125] identified the interplay of factors influencing methane adsorption based on the characteristic properties of three MOFs, two zeolites, and four carbon nanotubes. Using
the obtained results, Düren et al. [125] proposed IRMOFs that have not been previously synthesized. The new structures showed substantially higher methane uptake than the already synthesized ones.

In the past decade, the adsorption of numerous compounds on zeolites, MOFs, and PPNs have been studied using molecular simulation techniques [52, 54, 101–103, 105, 106, 110]. The effect of different properties of zeolites such as Si/Al ratio, flexibility, location and type of exchangeable cation etc. on the adsorption of variety of compounds have been studied using molecular simulation techniques [26, 95, 98, 126–128]. For specific applications of zeolites and MOFs, the transport properties and preferred adsorption sites of molecules inside the pores of the structures were also studied by molecular simulation techniques [75, 88, 127–129].

Despite being a powerful approach, molecular simulation of porous materials also faces challenges and limitations. A fundamental limitation is the unavailability of accurate transferable force fields. There are numerous force fields available which are usually fitted to reproduce the behavior of specific systems and have limited accuracy for others [26, 130–133]. Force fields used to model physico-chemical phenomena in porous materials have to be able to accurately describe the (1) adsorbate-adsorbate, (2) adsorbate-framework, and (3) framework-framework interactions [130]. The main difficulty arises in the derivation of the parameters for the adsorbate-framework and framework-framework interactions. In case of the adsorbate-framework interactions, the long range van der Waals and electrostatic interactions play a crucial role for physico-chemical phenomena especially for adsorption and diffusion [130]. Parameters to describe long-range interactions can be fitted using experimental data or ab initio level calculations. However, fitting Van der Waals parameters based on ab initio level calculations can be challenging due to its accuracy and difficulty to map the classical force field parameters onto the calculated potential energy surface [130]. Therefore, Van der Waals parameters are usually fitted to experimental data which are often not readily available and not always consistent [130]. Another challenge of molecular simulations for porous materials is the description of framework flexibility. Although the flexibility of the framework can affect the diffusion and adsorption of adsorbates on porous materials [95], in most studies rigid frameworks are used [95]. This assumption is usually adopted for two reasons: flexible models of porous materials significantly increase the required computational time which becomes unfeasible, or no force field is available for the system which can account for the flexibility of the framework. In case of zeolites, it is shown that framework flexibility does not have a significant effect on the adsorption of CO$_2$ [134], argon [135], $n$-alkanes [95], and cyclohexanes [136]. However, Caro-Ortiz et al. [137] showed that the adsorption of aromatic molecules such as ethylbenzene and xylene is affected by the flexibility of the zeolite framework. The
flexibility of the framework can also have considerable effect on the diffusion of guest molecules in porous materials [75]. It is shown for example that the diffusion coefficient of aromatic molecules in rigid and flexible zeolites can differ by orders of magnitude [138].

MOFs can be inherently more flexible than zeolites [139, 140]. In MOFs, the interactions which connect the metals or inorganic clusters with the organic linkers can range from strong covalent bonds to weak coordination bonds. Depending on the type of interaction between nodes and linkers, and the flexibility of the linkers, MOFs can be highly flexible materials, so called "soft porous crystals" [140, 141]. The flexibility of the framework can be also related to its mechanical stability [142]. The varying degree of flexibility poses many challenges to derive a transferable force field for MOFs which can account for the flexibility of the framework. Recently, a couple of general force fields have been reported for MOFs which include the flexibility of the frameworks. Bureekaew et al. [143] reported the MOF-FF force field which was derived for a variety of MOF-families (ZnO$_4$, Zr$_6$O$_4$(OH)$_4$, copper and zinc paddle-wheel) based on ab initio calculations. Coupry et al. [144] extended the UFF force field with additional atom types found in the CoRE database. Vanduyfhuys et al. [145] reported a software package which can be used to derive flexible force field parameters for MOFs based on ab initio calculations. Heinen et al. [146] reported a new approach to fit the functional forms and the corresponding force field parameters to the elastic tensor of the framework computed from ab initio calculations. The main advantage of this new approach proposed by Heinen et al. [146] is that the missing functional forms of the derived force field can be identified based on components of the elastic tensor. It can be seen that there are several models available to include the flexibility of framework in molecular simulations. However, these methods are computationally expensive and not applicable to all systems.

Due to their very versatile nature, porous materials are expected to be used in more and more applications in the future. Molecular simulation is a very powerful tool for identifying porous materials for applications or for providing insight into the molecular level phenomena inside porous materials. In this thesis, computational studies are carried out to both ends. In silico screening of MOFs and zeolites are carried to identify new structures for specific applications. Zeolites, cyclodextrins and theoretical systems are studied to understand the molecular phenomena occurring inside the pores of the structures.

1.3. Outline of this Thesis

In this thesis, specific applications of porous materials are studied using molecular simulations. Zeolites, MOFs, and cyclodextrins (CDs) are studied for waste water treat-
ment and energy related applications. The purpose of the presented studies is twofold: (1) to identify the best performing materials for a specific application from a large pool of structures, and (2) to obtain molecular insight into the molecular phenomena involved in a specific application. These studies aim to provide guidance for experimentalist in finding new, better performing materials, and a more detailed understanding of the involved phenomena. The first chapter of this thesis discusses the importance of porous materials, the role of molecular simulations in the discovery of new type of materials, and the outline of this thesis. In Chapter 2, the pressure of fluids in nanoporous materials is investigated based on the theory reported by Galteland et al. [147]. The pressure of a nanoconfined fluid is one of the most important thermodynamic properties which is needed for an accurate description of for example the flow rate and diffusion coefficient of fluids in porous materials. Two different pressures are needed to account for confinement effects in nanoporous materials: the differential pressure \( P \), and the integral pressure \( \tilde{P} \). The relation between the differential and integral pressure is investigated by performing Monte Carlo (MC) simulations of Lennard-Jones fluids. It is shown that the differential and integral pressure are different for small pores and become equal as the pore size increases. Our findings indicate that the integral pressure (size dependent pressure) should be used in the computation of thermodynamic properties of fluids in nanopores. Besides testing theories of porous materials, molecular simulations can be also used to identify new materials to improve the performance of specific applications. In Chapters 3 and 4, two computational screening studies of Metal-Organic Frameworks (MOFs) and zeolites are presented for adsorption driven chillers (ACs) and high-pressure H\(_2\) drying applications, respectively. In Chapter 3, a computational screening study of 2,930 already synthesized MOFs is carried out for adsorption driven heat pumps/chiller (AHP/AHCs) applications. 12 MOF structures are identified as promising candidates for AC application. The deliverable working capacities of these MOFs are considerably higher (> 0.6 ml ml\(^{-1}\)) than the previously reported highest value (> 0.45 ml ml\(^{-1}\)) in literature [148]. In Chapter 4, the performance of 218 zeolite structures is investigated for high-pressure H\(_2\) drying. High-pressure H\(_2\) gas is considered a promising energy carrier especially in case of vehicular applications. However, in many cases the water content of the high-pressure H\(_2\) gas exceeds the 5 ppm limit which ensures that the water remains in the gas phase, thus, preventing ice formation upon expansion, and corrosion of the metallic parts of the storage vessel. Therefore, finding efficient drying methods such as selective adsorption of water by nanoporous materials is necessary to enable the use of high-pressure H\(_2\) in vehicular applications. The 6 most promising structures are identified. The identified zeolites can be used to dry up to 8,000 times their own volume of H\(_2\) gas. Our findings indicate that zeolites can be potential candidates for high-pressure H\(_2\) drying applications. Be-
sides looking for better performing structures from a large pool of candidates, the efficiency of applications can also be improved by understanding the involved processes and fine tuning of current materials. In Chapters 5, 6, and 7, zeolites and cyclodextrins are investigated for waste water treatment related applications. In Chapter 5, the adsorption mechanism of 2,4,6-trichlorophenol (TCP) from aqueous solutions on FAU-type zeolites with different Al content is studied by performing MC simulations. The computational results are compared to experimental measurements. It is shown that simulations can capture the effect of the Si/Al ratio on the adsorption of the TCP. It is concluded that the S-shaped adsorption isotherm of TCP is caused by lateral interactions of the TCP molecules. In Chapter 6, the inclusion complex formation of β-CD with 6 environmentally relevant OMPs is studied. The binding free energy and enthalpy of the 6 inclusion complexes are reported with comparisons to experimental data and the contributions of the different interactions to the inclusion complex formation are discussed. Our findings show that MD simulations can adequately describe the inclusion complex formation of β-CD with OMPs. In Chapter 7, the diffusivity of CDs in aqueous solutions is investigated. The calculated self-diffusion coefficients using different water force fields are compared with experimental measurements and the effect of the water force field on the diffusivity of CDs is discussed. Our findings show that MD simulation can be used to provide reasonable diffusivity predictions, and to obtain molecular-level understanding useful for industrial applications of CDs.
2

FLUIDS IN CONFINEMENT: RELATION BETWEEN THE DIFFERENTIAL AND INTEGRAL PRESSURES

2.1. Introduction

The widespread application of nanoporous materials in several fields such as chromatography, membrane separation, catalysis, etc., has led to a growing interest in the accurate description of the thermodynamic behavior of fluids confined in nanopores [49, 83, 149–152]. The pressure of a nanoconfined fluid is one of the most important thermodynamic properties which is needed for an accurate description of the flow rate, diffusion coefficient, and the swelling of the nanoporous material [153–156]. Various approaches for calculating the pressure of a fluid in a nanopore have been proposed [83, 84, 147, 157]. The main difficulty of the pressure calculation arises from the ambiguous definition of the pressure tensor inside porous materials due to the presence of curved surfaces and confinement effects [153, 158, 159]. Traditional thermodynamic laws and concepts such as Gibbs surface dynamics, Kelvin equation, etc., may not be applicable at the nano-scale [160]. In the past decade, several methods were reported using different simulation techniques i.e. classical density functional theory [161, 162], equation of state modelling [163] etc., to model the behaviour of fluids in confinement.

Recently, Galteland et al. [147] reported a new approach for the calculation of pressure in nanoporous materials using Hill’s thermodynamics for small systems [164]. In this approach, two different pressures are needed to account for confinement effects in nanoporous materials: the differential pressure $P$, and the integral pressure $\hat{p}$. In an ensemble of small systems, the differential pressure times the volume change of the small systems is equal to the work exerted on the surroundings by the volume change. The differential pressure corresponds to the macroscopic pressure and does not depend on the size of the system. The addition of a small system to an ensemble of small systems exerts work on the surroundings which is equal to the integral pressure times the volume of the added small system. The differential and integral pressures are different for small systems and become equal in the thermodynamic limit. For a small system with volume $V$, the two pressures are related by [147, 164]:

$$P(V) = \left( \frac{\partial (\hat{p}(V)V)}{\partial V} \right)_{T,\mu} = \hat{p}(V) + V \left( \frac{\partial (\hat{p}(V))}{\partial V} \right)_{T,\mu} \quad (2.1)$$

As shown in this equation, the two pressures are different only when the integral pressure $\hat{p}$ depends on the volume of the system. Galteland et al. [147] performed equilibrium and non-equilibrium molecular dynamics simulations of LJ fluids in a face-centered lattice of spherical grains representing a porous medium. Using Hill’s thermodynamics of small systems [164] and the additive property of the grand potential, Galteland et al. [147] defined the compressional energy $(\hat{p}V)$ of the representative elementary volume (REV) in the simulations as follows:
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Figure 2.1: Schematic representation of the Monte Carlo simulation scheme. Simulation box 1 represents the bulk fluid with differential pressure $P$ and uses periodic boundary conditions in each direction. Simulation box 2 contains the confined fluid with (average) integral pressure $\langle \hat{p} \rangle$. In simulation box 2, periodic boundary condition is applied only along the x-axis. In subfigures (a) and (b), the two investigated systems are shown where the bulk fluid is in equilibrium with the nanoconfined fluid in a cylinder and in a slit pore, respectively. Due to the particle exchange, the chemical potential of the two boxes are equal, but in general $P \neq \langle \hat{p} \rangle$.

$$\hat{p} V = \hat{p}^f V^f + \hat{p}^r V^r - \gamma^{fr} \omega^{fr}$$  \hspace{1cm} (2.2)

where $\hat{p}$ is the integral pressure of volume $V$, $\hat{p}^f$ and $V^f$ are the integral pressure and volume of the fluid, $\hat{p}^r$ and $V^r$ are the integral pressure and volume of the grain particles, and the $\gamma^{fr}$ and $\omega^{fr}$ are the integral surface tension and surface area between the fluid and grain particles. Galteland et al. [147] carried out Molecular Dynamics (MD) simulations of a single spherical grain in a pore and then of a face centered lattice of spherical grains in a pore. The authors computed the integral rock pressure, surface tension, and the pressure of the representative volume. Based on the obtained results it was concluded that the definition of two pressures is needed to calculate the pressure of the fluid in nanoporous medium.

In this chapter, the theory proposed by Galteland et al. [147] is investigated by performing MC simulations of Lennard-Jones fluids. The simulations are carried out in a modified Gibbs ensemble, using two simulation boxes in equilibrium with each other. One box represents the bulk fluid, while the other simulation box represents the nanoconfined system, including walls that interact with the fluid particles, as shown in Figure 2.1.

The effect of confinement on the integral pressure is investigated by considering different fluid-wall interaction strengths and pore geometries, namely, a cylinder and a slit pore. To investigate the relation between the differential and integral pressure, the
difference of the two pressures, \( P - \langle \hat{\rho} \rangle \), and the ratio of driving forces for mass transport, \( \frac{d(\rho)}{d\rho} \), are computed. In Section 2.2, the devised ensemble and the equations used to calculate the pressure and energy of the system are presented. In Section 2.3, a rigorous derivation of the expression used to compute the ratio of driving forces is shown. In Section 2.4, the results for the different differential pressures and pore geometries are shown. In Section 2.5, our conclusions are summarized.

### 2.2. SIMULATION DETAILS

All MC simulations are carried out using an in-house simulation code. The MC simulations consist of two simulation domains, simulation box 1 and simulation box 2 (see Figure 2.1). Throughout this chapter, the terms simulation box 1 and 2 are used to refer to the two domains. The total number of particles in the system, \( N_T \), is fixed and particles can be exchanged between the simulation boxes. box 1 is cubic and has periodic boundary conditions imposed in all directions. box 1 represents a bulk fluid. The differential pressure, \( P \), and temperature, \( T \), in simulation box 1 are imposed, while the volume, \( V_1 \), and the number of particles, \( N_1 \), can fluctuate. Simulation box 2 is either a cylinder or a slit pore with a fixed volume \( V_2 \). The size of the cylinder and the slit pore are defined by the radius, \( R \), and by the distance between the two parallel planes, \( 2R \), respectively (Figure 2.1). In box 2, periodic boundary conditions are applied only in the axial direction for the cylinder and in the \( x \) and \( y \) directions for the slit pore (see Figure 2.1). box 2 represents the confined fluid which has an integral pressure \( \hat{\rho} \). In simulation box 2 the volume, \( V_2 \), and temperature \( T \) are imposed while the number of particles \( N_2 \) can fluctuate by exchanging particles with box 1. The instantaneous integral pressure fluctuates, and by definition \([164]\) its ensemble average, \( \langle \hat{\rho} \rangle \), will be equal to \( P \) only for macroscopic systems (\( R \to \infty \)). The ensemble used is a variation of the \( NPT \)-Gibbs ensemble \([165]\). The main difference between the ensemble used in this work and the conventional \( NPT \)-Gibbs ensemble is that in our simulations the volume of box 2 is fixed \([165]\). Essentially, box 2 corresponds to the grand-canonical ensemble with the reservoir explicitly modelled in box 1. This computational setup was also used in other studies, i.e. studied by A. Z. Panagiotopoulos et. al. \([165]\), P. Bai et. al. \([166]\) etc.

In the MC simulations, three types of trial moves are used: translations, volume changes, and particle exchanges. The translation and particle exchange trial moves are used in both simulation boxes while volume change trial moves are only performed in simulation box 1. The acceptance rules of the trial moves can be found elsewhere \([76]\). The particle exchange trial moves, ensure that box 1 and box 2 are in chemical equilibrium, i.e., the chemical potentials of the two boxes are equal (\( \mu_1 = \mu_2 \)). The chemical potentials of the boxes are defined as the sum of the ideal and excess chemical poten-
Figure 2.2: The chemical potential and density of the bulk, box 1, and confined fluids, box 2, as a function of the cylinder radius, $R$, at $P = 0.2$ (in simulation box 1). The blue and red colors represent box 1 and box 2, respectively. The temperature is fixed at $T = 2$. All of the values are presented in reduced units. The errorbars are smaller than the symbol sizes.

Tials of the fluid in the respective box ($\mu_1 = \mu_{1d} + \mu_{1e}$, $\mu_2 = \mu_{2d} + \mu_{2e}$). The ideal gas chemical potentials ($\mu_{1d}$, $\mu_{2d}$) are calculated based on the density and temperature of the fluid ($\mu_{1d} = k_B T \log(\rho)$). The excess chemical potential ($\mu_{1e}$, $\mu_{2e}$) can be calculated using different methods, i.e. Widom’s test particle insertion method [76], Continuous Fractional Component Monte Carlo method [85, 89, 167], Bennet acceptance ratio method [168] etc. Although the Bennet acceptance ratio method is computationally more efficient than Widom’s test particle insertion method, Widom’s test particle method is sufficient for the systems considered in this chapter. For calculating the excess chemical potential with Widom’s test particle insertion method the following relation is used:

$$\mu_{ex} = -k_B T \ln \langle \exp \left[ -\frac{E_i}{k_B T} \right] \rangle$$

(2.3)

, where $\langle \rangle$ denotes the averages of all insertions, and $E_i$ represents the potential energy of the inserted particle. Separate simulations are carried out using different cylinder radii $R$ while imposing $P = 0.2$ (in reduced units) in box 1. In Figure 2.2, the chemical potential of box 1 and box 2 (Figure 2.2a), and the density of box 1 and box 2 (Figure 2.2b) are shown as a function of the cylinder radius at $P = 0.2$. As can be seen from Figure 2.2a, the chemical potentials of box 1 and box 2 are equal within the uncertainties of the simulations.

In all simulations, the total potential energy, $U$, is calculated using the 12-6 Lennard-Jones interaction potential:

$$U = U_{\text{fluid–fluid}} + U_{\text{fluid–wall}}$$

(2.4)

where $U_{\text{fluid–fluid}}$ is the potential energy due to interaction between the fluid particles, and $U_{\text{fluid–wall}}$ represents the potential energy contribution from the interactions be-
between the fluid particles and the wall of box 2. $U_{\text{fluid–fluid}}$ in both simulation boxes is calculated according to:

$$U_{\text{fluid–fluid}} = \begin{cases} \sum_{i<j} \left[ 4\epsilon_{\text{fluid}} \left( \left( \frac{\sigma_{\text{fluid}}}{r_{ij}} \right)^{12} - \left( \frac{\sigma_{\text{fluid}}}{r_{ij}} \right)^{6} \right) - U_{\text{shift}} \right] & r_{ij} < 2.5\sigma_{\text{fluid}} \\ 0, & \text{otherwise} \end{cases}$$

(2.5)

where $r_{ij}$ is the distance of particle $i$ and $j$, $U_{\text{shift}}$ makes the interaction potential continuous at the cut-off distance ($2.5\sigma_{\text{fluid}}$), and $\epsilon_{\text{fluid}}$, $\sigma_{\text{fluid}}$ are the Lennard-Jones parameters. In the past, several studies were reported using different types of interaction potentials to model the fluid-solid interactions in confined spaces [166, 169, 170]. Since the aim of this chapter is to show the difference between the differential and integral pressures and not to simulate some specific adsorption system, only two types of interaction potentials are considered for the interaction of fluid particles with the wall in simulation box 2. In the first case, the wall has only repulsive interactions with the fluid particles. The potential energy contribution of this type is calculated based on the Weeks-Chandler-Andersen potential [171]:

$$U_{\text{fluid–wall}} = \begin{cases} \sum_{i=0}^{N_2} \left[ 4\epsilon_{\text{fw}} \left( \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{12} - \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{6} \right) + 1 \right] & r_{wi} < 2^{1/6}\sigma_{\text{fw}} \\ 0, & \text{otherwise} \end{cases}$$

(2.6)

where $N_2$ is the number of particles in box 2, $r_{wi}$ is the closest distance of particle $i$ from the walls, $\epsilon_{\text{fw}}$ and $\sigma_{\text{fw}}$ are the Lennard-Jones parameters for the interaction between the wall and the fluid particles. In the second case, the attractive interactions between the wall and fluid particles are taken into account using the traditional form of the 12-6 Lennard-Jones interaction potential:

$$U_{\text{fluid–wall}} = \begin{cases} \sum_{i=0}^{N_2} \left[ 4\epsilon_{\text{fw}} \left( \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{12} - \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{6} \right) - U_{\text{shift–fw}} \right] & r_{wi} < 2.5\sigma_{\text{fw}} \\ 0, & \text{otherwise} \end{cases}$$

(2.7)

where $U_{\text{shift–fw}}$ makes the interaction potential continuous at the cut-off distance, and $\epsilon_{\text{fw}}$ and $\sigma_{\text{fw}}$ are the LJ parameters.

The expression for calculating the integral pressure in box 2 is as follows [77]:

$$\hat{\rho} = \frac{N_2}{V_2} k_B T + \hat{p}_{\text{fluid–fluid}} + \hat{p}_{\text{fluid–wall}}$$

(2.8)

where $\hat{p}_{\text{fluid–fluid}}$ represents the contribution of the fluid-fluid interaction to the integral pressure, $k_B$ is the Boltzmann constant, and $\hat{p}_{\text{fluid–wall}}$ represents the contribution of the fluid-wall interaction to the integral pressure. The $\hat{p}_{\text{fluid–fluid}}$, and $\hat{p}_{\text{fluid–wall}}$
terms represent the virial contributions of the integral pressure. The terms are calculated based on the virial theorem [153], i.e. using the derivative of the potential energy function respect to \( r \). The pressure term \( \hat{p}_{\text{fluid–fluid}} \) is calculated as follows [153]:

\[
\hat{p}_{\text{fluid–fluid}} = \frac{48}{3V^2} \sum_{i<j} \left( \frac{\sigma_{\text{fluid}}}{r_{ij}} \right)^{12} \left( \frac{\sigma_{\text{fluid}}}{r_{ij}} \right)^6 
\] (2.9)

The third term in Equation 2.8 represents the pressure contribution related to the interactions of the LJ particles with the wall of box 2. The term \( \hat{p}_{\text{fluid–wall}} \) for the repulsive wall potential is derived based on Equation 2.6 [153]. The following expression is obtained:

\[
\hat{p}_{\text{fluid–wall}} = \begin{cases} 
\sum_{i=1}^{N_2} \frac{24}{3V^2} \epsilon_{\text{fw}} \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{12} - 0.5 \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^6 & r_{wi} < 2^{1/6} \sigma_{\text{fw}} \\
0, & \text{otherwise}
\end{cases}
\] (2.10)

The following expression is used to calculate the \( \hat{p}_{\text{fluid–wall}} \) when the wall has also attractive interactions with the fluid [153]:

\[
\hat{p}_{\text{fluid–wall}} = \begin{cases} 
\sum_{i=1}^{N_2} \frac{24}{3V^2} \epsilon_{\text{fw}} \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^{12} - 0.5 \left( \frac{\sigma_{\text{fw}}}{r_{wi}} \right)^6 & r_{wi} < 2.5 \sigma_{\text{fw}} \\
0, & \text{otherwise}
\end{cases}
\] (2.11)

By comparing Equations 2.10, 2.11 and 2.9, it can observed that the multiplication factor 48 in Equation 2.9 is replaced by the factor 24 in Equations 2.10 and 2.11. This difference means that only 50% of the fluid-wall interactions are taken into account at the calculation of the \( \hat{p}_{\text{fluid–wall}} \) term [153]. In the MC simulations, Equations 2.8, 2.9, 2.10 and 2.11 yield instantaneous values from which ensemble averages are computed, i.e., \( \langle \hat{p} \rangle \).

In this chapter, all of the reported parameters are in dimensionless units. In all simulations, the LJ parameters of the fluid particles are \( \epsilon_{\text{fluid}} = 1 \), \( \sigma_{\text{fluid}} = 1 \) and the cut-off radius is \( r_{\text{cut}} = 2.5 \sigma_{\text{fluid}} \) for the fluid-fluid interactions. Regardless of the type of interaction potential used to calculate the interaction of the fluid particles and the wall in simulation box 2, the LJ parameter, \( \sigma_{\text{fw}} = 1 \) is used. In the case of the purely repulsive wall potential the LJ parameter \( \epsilon_{\text{fw}} = 1 \) is used. In case of the attractive wall potential, five different values for the \( \epsilon_{\text{fw}} \) LJ parameters are considered: \( \epsilon_{\text{fw}} = 0.3, 0.5, 0.7, 1.0, 1.5 \). The LJ interactions are truncated and shifted (i.e., no tail corrections are applied). To avoid phase transitions, the temperature is fixed at \( T = 2 \) [172, 173] which is higher than the critical temperature of the LJ fluid (c.a. 1.3 with tail corrections [172, 173]).
2.3. Theory

Mass transport of fluids can happen through diffusion, convection, and migration. Since the driving force for both diffusion and convection depends on the pressure of the fluid, to accurately model the behavior of fluids in nanopores, the description of the pressure of the fluid is crucial. To investigate the difference between the differential and integral pressures, the ratio \( \frac{d\hat{p}}{dP} \) is calculated. The term \( \frac{d\hat{p}}{dP} \) is the ratio of the pressure gradient for mass transport in the bulk phase, \( \frac{dP}{dL} \), and in the confined space \( \frac{d\hat{p}}{dL} \) (see Figure 2.3). Essentially, the ratio of driving forces, \( \frac{d\hat{p}}{dP} \), equals the ratio of transport coefficients when either \( P \) or \( \hat{p} \) is used as driving force for mass transport in the corresponding transport equation. \( \frac{d\hat{p}}{dP} \) is referred to as the ratio of driving forces throughout this work. One possible approach to compute the ratio of driving forces is to perform simulations at different imposed differential pressures and calculate the difference in the differential and integral pressures. To avoid the necessity of performing several simulations, in this chapter the ratio of driving forces is calculated based on the fluctuation theory. Using this approach the ratio of driving forces can be obtained by performing a single simulation.

To obtain an expression for \( \frac{d\hat{p}}{dP} \), the partition function of the system is needed [76]:

Figure 2.3: Schematic representation of a bulk fluid in equilibrium with a nanoconfined fluid in a pore. The concept of the ratio of driving forces for mass transport, \( \frac{d\hat{p}}{dP} \), can be introduced based on the definition of ratio of driving forces in the two systems, \( \frac{d\hat{p}}{dL} \) and \( \frac{dP}{dL} \).
where \( C \) is a constant, \( \beta = \frac{1}{k_B T} \), \( N_1 \) is the number of particles in box 1, \( N_T \) is total number of particles in the simulation, \( V_1 \) is the volume of box 1, \( V_2 \) is the volume of box 2, and \( U \) is the potential energy. The ensemble average of a thermodynamic property \( X \) can be obtained using:

\[
\langle X \rangle = \frac{\sum_{N_1=0}^{N_T} \frac{V_2^{(N_T-N_1)}}{N_1! (N_T-N_1)!} \int_0^\infty dV_1 \ V_1^{N_1} e^{-\beta PV_1} \int dr^{N_T} e^{-\beta U} X}{\sum_{N_1=0}^{N_T} \frac{V_2^{(N_T-N_1)}}{N_1! (N_T-N_1)!} \int_0^\infty dV_1 \ V_1^{N_1} e^{-\beta PV_1} \int dr^{N_T} e^{-\beta U}}
\] (2.13)

Therefore, to obtain the expression for \( \frac{d\langle \hat{\rho} \rangle}{dP} \), the following relation is used:

\[
\frac{d\langle \hat{\rho} \rangle}{dP} = \frac{\sum_{N_1=0}^{N_T} \frac{V_2^{(N_T-N_1)}}{N_1! (N_T-N_1)!} \int_0^\infty dV_1 \ V_1^{N_1} e^{-\beta PV_1} \int dr^{N_T} e^{-\beta U} \hat{\rho}}{\sum_{N_1=0}^{N_T} \frac{V_2^{(N_T-N_1)}}{N_1! (N_T-N_1)!} \int_0^\infty dV_1 \ V_1^{N_1} e^{-\beta PV_1} \int dr^{N_T} e^{-\beta U}}
\] (2.14)

By switching the order of the integration and differentiation the following expression is obtained:

\[
\frac{d\langle \hat{\rho} \rangle}{dP} = \left[ \left( \sum_{N_1=0}^{N_T} \frac{V_2^{(N_T-N_1)}}{N_1! (N_T-N_1)!} \int_0^\infty dV_1 \ f^{r_n_T} \ V_1^{N_1} e^{-\beta PV_1} e^{-\beta U} \hat{\rho} \right) - \left( \langle -\beta V_1 \rangle \langle \hat{\rho} \rangle \right) \right] - \left( \langle -\beta V_1 \hat{\rho} \rangle \right)
\] (2.15)
The final expression in Equation 2.15 is essentially the cross correlation between $V_1$ and $\hat{\rho}$. In this chapter, this expression is used to calculate the ratio of driving forces.

2.4. RESULTS AND DISCUSSION

In this work, the difference between the differential and integral pressure, $P - \langle \hat{\rho} \rangle$, and the ratio of driving forces $\frac{d\langle \hat{\rho} \rangle}{dP}$, are investigated. Two different pore geometries, a cylinder and a slit pore, are studied with varying fluid-wall interaction potentials. The effect of confinement is investigated for gas ($\rho \approx 0.1$) and liquid ($\rho = 0.58, 0.8$) phases, corresponding to $P = 0.2, 2.0, 6.0$, respectively.

2.4.1. DIFFERENCES BETWEEN THE DIFFERENTIAL AND INTEGRAL PRESSURES

In Figure 2.4, the difference between the differential, $P$, and the ensemble average of the integral pressure, $\langle \hat{\rho} \rangle$, is shown as a function of the inverse radius, $R^{-1}$, of box 2 for the cylindrical and slit pore cases for the two types of wall potentials. As can be seen in Figure 2.4, as $R^{-1}$ decreases, the difference between the differential and integral pressure decreases in all cases. The data are fitted to $AR^{-1} + B$, where $A$ and $B$ are constants. The coefficient of determination of the fitted lines is above 0.99 showing that the relation between the $R^{-1}$ and $P - \langle \hat{\rho} \rangle$ is indeed linear. For large radii ($R > 30\sigma$), where the fluid in box 2 behaves like in the bulk, $P - \langle \hat{\rho} \rangle$ approaches 0 which is also indicated by the fitted lines.
RESULTS AND DISCUSSION

Figure 2.4: The difference between the differential, $P$, and the ensemble average of integral pressure, $\langle \hat{\rho} \rangle$, is shown as a function of the inverse radius $R^{-1}$ of box 2 at $P = 0.2$, $2.0$, and $6.0$ for cylindrical and slit pores with fluid-wall interactions. In subfigures (a), (c), and (e), the pressure difference is shown for cylindrical pores at differential pressure $P = 0.2$, $2.0$, and $6.0$, respectively. In subfigures (b), (d), and (f), the pressure difference is shown for slit pores at differential pressure $P = 0.2$, $2.0$, and $6.0$, respectively. The simulation results are shown with symbols, while the lines are fits to the data points. The equation used for the fitting is $AR^{-1} + B$, where $A$ and $B$ are constants. The colors denote the different level of attraction between the wall of box 2 and the fluid, repulsive wall potential (black), $\epsilon_{wf} = 0.3$ (blue), $0.5$ (red), $0.7$ (gray), $1.0$ (orange), and $1.5$ (cyan). The results for the cylindrical pore are shown with closed circles and for the slit pores with open rectangles. The temperature of both boxes is set to $T = 2$. The average densities of box 1 are $\rho \approx 0.10, 0.58,$ and $0.8$ at $P = 0.2, 2.0$, and $6.0$, respectively.
In Figures 2.4a, 2.4c, 2.4e the difference between the two pressures are shown for the cylindrical pore. In 2.4b, 2.4d, 2.4f, the difference in the pressures are shown for the slit pore. By comparing the magnitude of $P - \langle \hat{p} \rangle$ for the cylindrical and slit pore cases, it can be seen that the pressure difference is larger in the cylindrical pore than in the slit pore. The larger value of $P - \langle \hat{p} \rangle$ for the cylindrical pores can be attributed to the stronger confinement effects compared to the slit pore. The stronger confinement effects are also indicated by the steeper slopes (constant $A$ in the fitted lines) of the cylindrical pore compared to the slit pore. It can also be observed that by increasing the interaction strength between the wall of box 2 and the fluid, $\epsilon_{wf}$, the difference between the differential and integral pressure at the same pore size decreases. By comparing the calculated values of $P - \langle \hat{p} \rangle$ for $P = 0.2$ and $P = 6.0$, it can be seen that the effect of the interaction strength between the wall in box 2 and the fluid, $\epsilon_{wf}$, is considerably larger at the lower differential pressure. For example, in the case of the slit pore the ratio of slopes of the fitted line for $\epsilon_{wf} = 1.0$ and $\epsilon_{wf} = 1.5$ at $P = 0.2$ is 0.88, see Figure 2.4b, and at $P = 6.0$ is 0.96, see Figure 2.4f. This can be caused by the different number of particles inside the pore at the two differential pressures. In the case of $P = 0.2$, by increasing the interaction strength, more particles can enter the pore which results in larger integral pressures, while at $P = 6.0$ the pore is practically saturated for all $\epsilon_{wf}$ and therefore the interaction strength has a lower effect on the integral pressure.

Based on the work of Galteland et al. [147], the slope of the fitted line can also be related to the effective surface tension between the fluid particles and the wall in box 2, $\gamma_{fr}^{\text{effective}}$. The linear relation between $P - \langle \hat{p} \rangle$ and $R^{-1}$ shows that the effective surface tension does not depend on the curvature of the wall. In Figure 2.4, it can be observed that the effective surface tension decreases as the fluid-wall interactions become more attractive. In Figures 2.4a-b, 2.4c-d and 2.4e-f, it can be seen that the ratio of the effective surface tensions (slopes of the fitted lines) for the same $\epsilon_{wf}$ with the slit and cylindrical pore is nearly constant. For example, at $\epsilon_{wf} = 0.5$ and $P = 2.0$ the ratio of the slope of the fitted lines for the slit and cylindrical pore is ~ 0.54, see Figure 2.4c-d, and at $\epsilon_{wf} = 0.3$ and $P = 0.2$ the ratio of the two slopes is also ~ 0.54, see Figure 2.4a-b. The ratio of the effective surface tensions between the slit and cylindrical pores are in the range of ~0.52-0.56 and considered constant since it is within the uncertainties of simulations. The constant ratio of effective surface tension between the slit and cylindrical pore also indicates the larger confinement effects in the cylindrical pore.

2.4.2. Ratio of Driving Forces

In Figure 2.5, the ratio of driving forces for mass transport, $\frac{d\langle \hat{p} \rangle}{dp}$, is shown as a function of the inverse radius of box 2, $R^{-1}$, at three different pressures, $P = 0.2, 2.0, 6.0,$
for both the slit and cylindrical pores. From Figure 2.5, it can be observed that \( \frac{d\langle \hat{\rho} \rangle}{dP} \) is considerably smaller than 1 for small pore sizes.

Figure 2.5: The ratio of driving forces, \( \frac{d\langle \hat{\rho} \rangle}{dP} \), is shown as a function of the inverse radius, \( R^{-1} \), of box 2 at \( P = 0.2, 2.0, \) and 6.0 for the cylindrical and slit pore cases with repulsive and attractive wall potentials. In subfigures (a), (c), and (e), \( \frac{d\langle \hat{\rho} \rangle}{dP} \) is shown for cylindrical pores at differential pressure \( P = 0.2, 2.0, \) and 6.0, respectively. In subfigures (b), (d), and (f), \( \frac{d\langle \hat{\rho} \rangle}{dP} \) is shown for slit pores at differential pressures \( P = 0.2, 2.0, \) and 6.0, respectively. The simulation results are shown with symbols, while the lines are fits to the data points. The equation used for the fitting is \( AR^{-1} + B \), where \( A \) and \( B \) are constants. The results for the cylindrical pore are shown with closed circles and for the slit pores with open rectangles. The colors denote the different wall potential used in box 2, repulsive wall potential (black), \( \epsilon_{\text{wf}} = 0.3 \) (blue), \( \epsilon_{\text{wf}} = 0.5 \) (red), \( \epsilon_{\text{wf}} = 0.7 \) (gray), \( \epsilon_{\text{wf}} = 1.0 \) (orange), and \( \epsilon_{\text{wf}} = 1.5 \) (cyan). The temperature of both boxes is set to \( T = 2 \). The average densities of box 1 are \( \rho \approx 0.10, 0.58, \) and 0.8 at \( P = 0.2, 2.0, \) and 6.0, respectively.
This means that a change in the differential pressure, \( P \), of box 1 results in a smaller change in the integral pressure, \( \langle \hat{p} \rangle \), of box 2. This difference underlines the effect of the confinement on the pressure of the fluid in nanopores and shows the difference in driving forces in the bulk and confined fluid. As \( R \) increases, \( \frac{d\langle \hat{p} \rangle}{dP} \) approaches 1, i.e., the fluid in the pore behaves more like a bulk fluid. As can be seen in Figure 2.5, \( \frac{d\langle \hat{p} \rangle}{dP} \) is larger for the slit pore than for the cylindrical pore at the same conditions. This means that in case of the slit pore a change in the differential pressure, \( P \), results in a larger difference in the integral pressure, \( \langle \hat{p} \rangle \), than for the cylindrical pore. The larger change in the integral pressure indicates that the confinement effects are weaker in the slit pore. In Figures 2.5a and 2.5b, it can be observed that by increasing the interaction strength between the wall of the pore and the fluid particles, the ratio of the driving forces decreases. At higher differential pressures the decrease in the ratio of driving forces due to the increasing fluid-wall interaction strength becomes less pronounced, see Figure 2.5c-d and 2.5e-f. The smaller influence of the interaction strength, \( \epsilon_{fw} \), on the ratio of driving forces may be caused by the increasing contribution of the fluid-fluid interactions to the integral pressure due to the larger number of fluid particles in the pore at higher differential pressure. In Figure 2.5a-b, 2.5c-d and 2.5e-f the ratio of driving force is shown for the slit and cylindrical pores at the same differential pressure. It can be seen that the ratio of the slopes of the fitted lines for the same value of \( \epsilon_{wf} \) with the slit and cylindrical pore is constant within the uncertainties of the simulations. The ratio of the slopes is in the range of \(~0.52-0.58\) which indicates that the confinement effects in the cylindrical pore are almost twice as strong as in the slit pore.

### 2.5. Conclusions

In this chapter, the difference between the differential and integral pressure are investigated by performing MC simulations. The simulations are carried out in a variation of the Gibbs ensemble with two simulation boxes in chemical equilibrium. One of the simulation boxes represents the bulk fluid with differential pressure \( P \), and the other a slit or cylindrical pore with repulsive or attractive wall interaction potential. In case of the attractive wall potentials, several scenarios are considered for the strength of the interaction between the wall and the fluid particles. The effect of confinement is investigated for three differential pressures \( P = 0.2, 2.0, 6.0 \), corresponding to gas (\( \rho \approx 0.1 \)) and liquid phases (\( \rho = 0.58, 0.8 \)). It is concluded that the difference between the differential and integral pressure \( P - \langle \hat{p} \rangle \), for all studied cases approaches 0 when \( R \to \infty \). It is shown that the increase in the interaction strength between the wall and the fluid particles has smaller effect on the difference in the pressures \( P - \langle \hat{p} \rangle \), as the differential pressure increases. Based on the work of Galteland et al. [147], the difference of the differential and integral pressure is related to the effective surface tension between
the fluid particles and wall of the pore. It is shown that the effective surface tension does not depend on the curvature of the wall. It is found that by considering a bulk fluid in equilibrium with a cylindrical or slit nanopore, the ratio of driving forces for mass transport in the bulk phase is larger than in the nanopore ($\frac{d\rho}{dP} << 1$) for small pore sizes. As $R$ increases, $\frac{d\rho}{dP}$ approaches 1, i.e., the fluid in the pore behaves more like a bulk fluid. This clearly shows that the approximation that $\hat{\rho} \approx P$ does not hold on the nanoscale. Our findings and the findings of Galteland et al. [147], and Rauter et al. [174] imply that the integral pressure should be incorporated in the modeling fluids in nanopores. For example the different pressures should be considered in the Navier-Stokes equation during the modeling of a fluid flow through a nanopore.
IN SILICO SCREENING OF METAL-ORGANIC FRAMEWORKS FOR ADSORPTION DRIVEN HEAT PUMPS AND CHILLERS

3.1. Introduction

Energy consumption worldwide is continuously rising and is predicted to reach approximately 150% of the current level in 2040 [175]. One fifth of the total [175] and 50% [176] of the European Union’s energy demand is attributed to hot water production and space heating/cooling of buildings [177]. Although more and more energy is produced from clean low carbon sources for heating/cooling, 75% of it is still acquired by using fossil fuels [176]. To tackle the problems of the increasing energy consumption and the considerable use of fossil fuels in energy production, the European Union has set several targets, such as improving the energy efficiency by 20% and to produce 20% of the total energy consumption from renewable energy sources by 2020 [176]. To ameliorate the dependence on fossil fuels and increase energy efficiency, several technologies have emerged recently, utilizing renewable energy sources for heating/cooling applications [178, 179]. Thermally driven heaters and coolers are promising candidates due to the use of thermal energy instead of electricity [180]. The working principles of these technologies are based on absorption [181, 182], chemical reaction [183] or adsorption [184, 185]. In absorption driven heat pumps, heat is generated or taken up by the working fluids (working pair) through absorption, evaporation, condensation, and desorption [186, 187]. The most common working pairs are water/LiBr and water/ammonia [186, 187]. In chemical reaction based heat pumps, the endothermic/exothermic nature of a reversible chemical reaction is exploited to take up or generate heat for cooling or heating purposes [186]. In adsorption driven heat pumps/chillers (AHP/ACs), the heating/cooling is achieved by the adsorption and desorption of a working fluid on a solid adsorbent [188]. In AHP/ACs, environmentally friendly working fluids, such as water, methanol or ethanol can be used [188, 189]. One of the advantages of adsorption driven heat pumps/chillers (AHP/ACs) is the applicability of low temperature (<373K) heat sources (e.g., solar, industrial waste heat) as the driving force [190, 191]. To operate AHP/ACs, no moving parts are necessary unlike in other thermally driven heat pumps [192]. A drawback of AHP/ACs systems is the lower performance compared to heat pumps based on absorption or chemical reactions [188].

One possible way to improve the energy efficiency of AHP/ACs is by finding adsorbents with enhanced adsorption and thermophysical properties. To this extent, several types of materials have been already reported in literature as possible adsorbents in AHP/ACs applications. Such materials are zeolites, silica gels, activated carbons, composite adsorbents and MOFs [190, 193–197]. Several MOFs have stepwise adsorption isotherms which provides the possibility to operate AHP/ACs over a small pressure range. The high porosity, surface area, exchangeable linkers of the structure and possible stepwise adsorption behavior make MOFs promising candidates as adsorbents in
adsorption driven heat pumps and chillers [188].

In conjunction with the application of MOFs as adsorbents, alcohols (methanol, ethanol) can be used as promising adsorbates [198]. It is shown that several MOFs lose structural stability after prolonged exposure to water, an issue that seems to be more severe in the case of ammonia [91, 188, 199–201]. By using methanol or ethanol as adsorbate, degradation of the structure is not observed [198, 202].

Due to the relatively high triple point temperature of water (273.16 K) [203], it cannot be used for cooling applications below 0 °C. Methanol and ethanol have lower triple point temperatures (methanol: 175 K, ethanol: 150 K) [204, 205] and are applicable below 0 °C [198]. Since alcohols have higher vapor pressures than water the adsorption-desorption cycle is expected to be more efficient [206]. At the operating conditions of AHP/ACs, alcohols have lower enthalpy of evaporation (at 303 K and 1 bar: methanol ~0.90 kJ ml⁻¹, ethanol ~0.65 kJ ml⁻¹) [207] compared to water (at 303 K and 1 bar: ~2.30 kJ ml⁻¹) [207]. Therefore, the allocatable amount of heat/cold with the same volume of adsorbed material is lower for alcohols. Although alcohols possess several advantageous properties compared to other adsorbates, adsorbents with higher alcohol adsorption capacity (>0.45 ml working fluid per 1 cm³ structure) [148, 198] have to be developed for more efficient application of alcohols in AHP/ACs [198].

To identify MOFs with promising alcohol adsorption properties for more efficient AHP/ACs, a computational screening study can be carried out. At the operating conditions of AHP/ACs with MOFs, pore condensation can occur which causes the stepwise adsorption behavior. Pore condensation involves first order phase transition of the adsorbate. To the best of our knowledge there is no reported computational screening study of MOFs involving the phenomenon of pore condensation.

To conduct the computational screening study of MOF-alcohol working pairs, a database of computation-ready structures (e.g., solvent free, no disordered atoms) with accurate point charges is desirable. The CoRE MOF database [119] has been extended, for most of the MOFs (~ 3 000), with accurate point charges, computed by the Density Derived Electrostatic Charges (DDEC) method [208] (referred to as DDEC database). The availability of accurate point charges enables the calculation of electrostatic interactions, which plays a crucial role for polar adsorbates, such as alcohols [208]. Here, MC simulations are performed in various statistical ensembles to select the best MOFs from the DDEC database for ACs application. For both methanol and ethanol, 4 screening steps are carried out leading to the best 6 structures, from the initial ~2930, at the end of the screening process. The selected 12 structures (6 for each adsorbate) show diverse adsorption step locations and promisingly high deliverable working capacities (~0.6 ml ml⁻¹) compared to the experimentally reported highest
values (\(\sim 0.45 \text{ ml ml}^{-1}\)) [148]. These materials are promising candidates as adsorbents for AHP/ACs since the diverse adsorption step location allows for different operational conditions and the high working capacities provide an opportunity for more allocatable heat/cold per working cycle.

This chapter is structured as follows. In Section 3.2, the chosen database and the devised screening process are explained in details. In Section 3.3, the details of the performed simulations are reported. In Section 3.4, the results of the screening steps with explanation are presented. In Section 3.5, the conclusions of the screening study is presented.

### 3.2. DATABASE AND SCREENING METHODOLOGY

#### 3.2.1. DATABASE

In this chapter, a database of already experimentally synthesized structures is used. In the past decade, several versions of the CoRE database has been reported. In 2014, Chung et al. [119] reported the first CoRE database with ca. 4700 already synthesized structures which can be directly used for simulations. In 2019, Chung et al. [117] reported a newer version of the CoRE database with c.a. 14 000 MOF structures. In the computation of adsorption isotherms of polar molecules in MOFs, electrostatic interactions play a major role. Electrostatic interactions are calculated using partial charges provided for each atom. While polarization effects can play a crucial role in the simulation of polar adsorbate adsorption in MOFs [209, 210], there is no transferable polarizable force field available for MOFs. Since the derivation of a polarizable force field for each structure would require a considerable amount of CPU time, the polarizability of the system is usually not considered in high-throughput screening studies of MOFs. All assigned partial charges are static in each simulation. The first version of the CoRE MOF database has been extended for most of the MOFs (\(\sim 3000\)) with point charges computed by the Density Derived Electrostatic Charges (DDEC) method [208]. The structures investigated in this screening study are taken from the DDEC database [208]. There are several duplicates in the database, such as CuBTC which appears \(\sim 60\) times with slightly different structures, but more than ca. 2 000 structures are unique [208]. The large structural diversity of the database can be seen by considering that there are more than \(\sim 50\) types of metal clusters present in the database [208]. The structures have pore limiting diameters (PLD) ranging from \(\sim 1\) Å to \(\sim 23\) Å and largest cavity diameters (LCD) from \(\sim 2\) Å to \(\sim 24\) Å. There are only 3 structures in the database with LCD larger than \(\sim 16\) Å and the rest of the structures mostly have LCD below \(\sim 9\) Å. One of the unfavorable phenomena in AHP/ACs is the irreversible capillary condensation of the adsorbate which causes high desorption temperature. This phenomenon does not occur below a critical pore diameter \((D_c)\) which can be different for each adsorbate,
for example for methanol $D_C = 35 \text{ Å}$ and for ethanol $D_C = 43 \text{ Å}$ [188]. Hence, by considering the available pore diameter range in the database, it becomes apparent that the critical pore diameters for methanol and ethanol are larger than the highest LCD value in the database. Therefore, irreversible capillary condensation can be neglected during the screening process.

### 3.2.2. Screening Methodology

The objective of this screening study is to select the best performing MOFs for ACs application, from the structures available in the DDEC database, in the least amount of computational time possible. Desirable structures should have a very steep adsorption step within the relative pressure $(P P_0^{-1}$, where $P_0$ is the saturation pressure of the adsorbate) interval $0.05 < P P_0^{-1} < 0.4$ and, as high as possible deliverable working capacity. A very steep uptake step is desired to ensure the highest thermodynamic efficiency in AHP/ACs application [185, 188]. Since the deliverable working capacity determines the maximum amount of allocatable heat per working cycle, it should be as high as possible. In efficient AC applications a high regeneration (desorption) temperature is unfavorable since it decreases the efficiency of the cooler. An adsorption step at low relative pressure $(P P_0^{-1} < 0.05)$ can indicate high adsorption affinity which requires high temperature for regenerating the adsorbent. To avoid high desorption temperatures, the adsorption step should occur at a relative pressure higher than $P P_0^{-1} = 0.05$ [185]. With the adsorption step occurring at higher relative pressures the temperature difference between the low (evaporator) and intermediate (adsorber/condenser) temperature sides (temperature lift) decreases resulting in lower efficiency [188]. To realize a sufficiently high temperature lift, the uptake step should take place below $P P_0^{-1} = 0.4$ [185]. Hence, the desired relative pressure range for methanol and ethanol (for other working fluids the interval can differ) is $0.05 < P P_0^{-1} < 0.4$.

Since the calculation of one uptake value of a methanol adsorption isotherm can take days, the simulation of detailed isotherms for -3 000 structures is not practical. A screening methodology consisting of subsequent steps is devised. In each step, the structures are narrowed down to promising ones, based on more and more relevant properties for AC application. After carrying out the 4 steps, 6 MOFs for each adsorbate are chosen as the best performing structures for ACs applications. A schematic representation of the screening process is shown in Figure 3.1. In the screening process, all isotherms are calculated at 303 K since this is a commonly used adsorption temperature in AC applications [188].

Based on previous studies [188, 198], methanol and ethanol are expected to show similar adsorption properties. This can be understood by considering the similar structural and chemical properties (e.g., size, -OH group etc.) of the two adsorbates. To reduce the computational cost, the results obtained for methanol are also used
Figure 3.1: Overview of the devised screening process with methanol and ethanol. For each adsorbate, four subsequent steps are carried out. In the first step with ethanol as working fluid, the results of the first and second steps with methanol are used to select structures for ethanol. The number of selected structures at the end of each step is shown. For each adsorbate, four subsequent steps are carried out. In the first step with methanol as working fluid, the results of the first and second steps with ethanol are used to select structures for methanol. The number of selected structures at the end of each step is shown.
in the screening process with ethanol. Therefore, methanol is considered first as adsorbate. After performing the second screening step, the investigation for ethanol is commenced by using the results obtained from the first and second screening steps of methanol screening. The detailed description of the screening methodology is presented below.

Since all steps, except for the first, are identical for both adsorbates, the screening process is presented for methanol and only the first step is presented for the screening with ethanol.

**Methanol - Step 1**: Based on the physical properties of the structures and methanol, several MOFs can be excluded. One selection criterion is determined by the kinetic diameter of methanol which is approximately 3.6 Å. During the adsorption-desorption process molecules have to diffuse into the pores (enter and leave). Hence, structures with pore limiting diameter less than 4 Å are not considered further.

**Step 2**: For the remaining structures after the first step, two data points of the adsorption isotherm are calculated to determine the difference in the amount of adsorbed working fluid at the two relative pressures (working capacity). Since the adsorption step should take place at the relative pressure window of $0.05 < P/P_0 < 0.4$ [188], the two uptakes are calculated at relative pressure $P/P_0 = 0.05$ and $P/P_0 = 0.5$.

Since a significant drawback of the current AHP/ACs is the considerably large size of these devices [188], it is desired to find adsorbents that can store more working fluid per unit volume of adsorbent. Therefore, in this work the loadings are calculated as volume of adsorbed material per unit volume of the structure instead of per unit mass. The selection criteria are also defined in this form. To calculate the volume of the structures, the crystallographic densities of the MOFs are used as reported in the database. In case of the adsorbed material its volume is approximated by using its liquid phase density. The loading $q$, in units of ml adsorbed material per 1 ml of adsorbent, can be expressed as:

$$q = \frac{q_{\text{mol}} M_{\text{MeOH}}}{\rho_{\text{liq}} \rho_{\text{MeOH}}}$$

where $q_{\text{mol}}$ is the loading expressed in units of mol kg$^{-1}$, $\rho_{\text{struc}}$ is the crystallographic density of the framework, $\rho_{\text{liq}}^\text{MeOH}$ is the liquid density of methanol (at $T = 303$ K and $P = 1$ bar, $\rho_{\text{liq}}^\text{MeOH} = 781.77$ kg m$^{-3}$) [211], and $M_{\text{MeOH}}$ is the molecular weight of methanol ($M_{\text{MeOH}} = 32.04$ g mol$^{-1}$).

Structures are selected based on the loading difference between the two calculated points (working capacity - $\Delta W$). Since the aim of this chapter is to contribute to the development of better adsorbents for ACs application, the selection criterion is set to $\Delta W > 0.4$ ml ml$^{-1}$ which is almost the highest already reported working capacity.
for MOFs (~0.45 ml ml$^{-1}$) [148].

**Step 3:** To predict the location of the assumed adsorption step another set of uptakes are calculated for the previously selected structures. The new data points are computed at relative pressures 0.1, 0.2, 0.3 and 0.4 for every structure. From the uptakes the deliverable working capacity ($\Delta W_{\text{del}}$) is calculated. $\Delta W_{\text{del}}$ is defined as the highest difference in loading between two adjacent relative pressure points. Relative pressure intervals, where the assumed adsorption step occurs, can be defined by considering the deliverable working capacities. Based on the position of the assumed adsorption step the structures are grouped into four bins:

- **First bin:** $\Delta W_{\text{del}}$ is in the range $0.05 \leq P P_0^{-1} \leq 0.1$
- **Second bin:** $\Delta W_{\text{del}}$ is in the range $0.1 < P P_0^{-1} \leq 0.2$
- **Third bin:** $\Delta W_{\text{del}}$ is in the range $0.2 < P P_0^{-1} \leq 0.3$
- **Fourth bin:** $\Delta W_{\text{del}}$ is in the range $0.3 < P P_0^{-1} \leq 0.4$

Since the evaporator temperature in AHP/AC application depends on the location of the adsorption step, the structures in different bins can be considered for different working conditions in AHP/AC. For example, if the adsorption step occurs at lower relative pressure $P P_0^{-1}$, a lower evaporator temperature can be applied. Hence, the selection is performed by comparing the deliverable working capacities of the structures in the same bin.

**Step 4:** In this step, initially the structures are assessed based on structural properties (in case of ethanol this information is already used in Step 3). The considered properties are the cluster type, ligand type, functional groups, presence of coordinatively unsaturated sites, and pore dimensionality. MOFs with expensive, difficult synthesis routes or with potentially harmful building blocks are not desirable for the application. The flexibility of the structure can cause desorption hysteresis [188], which increases the desorption temperature and lowers efficiency. Therefore, frameworks with expensive/difficult synthesis, potentially harmful building blocks or flexibility are not considered further. To determine the presence and location of the adsorption step, five more uptake values of the isotherm are calculated for the above selected structures at relative pressures linearly distributed over the interval of the bin assigned to the structure. In these simulations, the mid-density scheme [212] (briefly explained in Section 3.3) is applied to accurately locate the adsorption step.

Using the results of these simulations the final selection is made. The six best structures are selected based on the deliverable working capacity and the location of the adsorption step.

**Ethanol - Step 1:** As mentioned earlier, the first selection criterion in case of ethanol differs from methanol. By considering the similar adsorption behavior of methanol and ethanol and using the results obtained for methanol adsorption (Step
1 and 2), a significant amount of computational time can be saved. In case of ethanol adsorption the following groups of structures can be distinguished:

- Low uptake at $P P_{0}^{-1} = 0.05$, high uptake at $P P_{0}^{-1} = 0.5$
- High uptake at $P P_{0}^{-1} = 0.05$, high uptake at $P P_{0}^{-1} = 0.5$
- Low uptake at $P P_{0}^{-1} = 0.05$, low uptake at $P P_{0}^{-1} = 0.5$

The groups which contain structures with potentially high working capacity for ethanol can be identified by assuming similar adsorption behavior for the two working fluids. This assumption is that if methanol shows a stepwise adsorption behavior, then ethanol behaves alike and the adsorption step also occurs for ethanol but at a lower relative pressure (Figure 3.2 shows the schematic representation of this assumption). The validity of this assumption is based on the experimental work reported in Ref. [198] and by considering the stronger confinement effects caused by the larger size of the ethanol molecules [198]. Based on this assumption the group of structures which can be suitable for ethanol adsorption is identified.

In the case of the first group, the structures have an adsorption step for methanol with working capacity higher than 0.4 ml ml$^{-1}$. This means that for ethanol the adsorption step also occurs and shifts to lower relative pressure. Therefore, these structures are considered as potential candidates for ethanol adsorption as well. The third group can also contain structures with high working capacity, based on the assumption that the adsorption step of these structures for methanol would occur at higher relative pressures than 0.5 and would shift to lower relative pressures in case of ethanol. Therefore, these structures can be favorable with ethanol. Since the structures in the
second group are already saturated at $P P_0^{-1} = 0.05$, these MOFs are not desirable in the screening with ethanol. Based on the working capacity values, structures in the second and third group cannot be distinguished. To select the promising structures from these groups, the highest achievable working capacity with ethanol as working fluid is approximated. By examining the results obtained for methanol (Figure 3.5) and based on the kinetic diameter of ($\sim 2.6 \text{ Å}$) and methanol ($\sim 3.6 \text{ Å}$) the following assumptions are made: 85% of the calculated helium void fraction can be used for alcohols as free volume for adsorption. The free space left after methanol adsorption at the highest simulated relative pressure is calculated as follows:

$$E_v = 0.85\phi_{\text{He}} - q_{\text{MeOH}}^{0.5}$$  \hspace{1cm} (3.2)

where $E_v$ is the empty void volume after methanol adsorption at $P P_0^{-1} = 0.5$, $\phi_{\text{He}}$ is the helium void fraction of the structure, and $q_{\text{MeOH}}^{0.5}$ is the methanol uptake at a relative pressure $P P_0^{-1} = 0.5$. The highest possible working capacity with ethanol as working fluid is calculated as follows:

$$\Delta W_{\text{EtOH}}^{\text{max}} = \Delta W_{\text{MeOH}} + E_v$$  \hspace{1cm} (3.3)

This equation is used to predict the highest achievable working capacity with ethanol as adsorbate, for all of the structures considered in the second step of the screening with methanol. The selection is carried out by considering the predicted maximum ethanol working capacity of the structures which are selected for the second screening step with methanol. Structures with higher predicted working capacity than 0.4 ml ml$^{-1}$ are chosen for the subsequent screening step (Step 2).

### 3.3. SIMULATION DETAILS

All Monte Carlo simulations are carried out with the RASPA software package [79, 90]. The force field parameters for adsorbates are taken from the TraPPE force field [213]. The adsorbates (methanol, ethanol) are simulated as flexible molecules in which the bond lengths are fixed but bond bending angles and dihedrals are used. The Lennard-Jones (LJ) parameters of the MOFs are primarily taken from the DREIDING force field [214] and for the parameters which are not available the parameters reported in the UFF force field [215] are used. Short range Van der Waals interactions are taken into account by the (12-6) Lennard-Jones potential. Long range electrostatic interactions are considered by the Ewald summation method with a relative precision of $10^{-6}$ [216]. For the LJ interactions, a cut-off radius of 14 Å with analytic tail corrections are applied. The mixed pair potentials are calculated using the Lorentz-Berthelot mixing rules [77, 217]. In all MC simulations periodic boundary conditions are imposed in ev-
SMULATION DETAILS

The atomic charges of the structures are taken from the crystallographic files published in the aforementioned database. All LJ parameters are shown in Table SA.1-SA.2 of the Appendix.

The size of the simulation box is determined by the number and size of the unit cells. In each simulation the number of unit cells per simulation box is chosen based on the defined cut off radius. The length of the simulation box in each direction is at least twice the cut off radius. In all simulations, the frameworks are considered rigid. This approach is often applied in simulations of nanoporous materials to prevent the necessity of excessive computational efforts [95, 218, 219].

To obtain the adsorption isotherms of methanol and ethanol in the different MOF structures, Configurational-Bias Monte Carlo (CBMC) simulations [76, 220, 221] in the grand-canonical (GC) ensemble [76] is used. In these simulations the temperature, chemical potential, which can be related to pressure (for example by using the Peng-Robinson (PR) equation of state (EoS) [222]), and the volume of the simulation box are kept constant. The following types of trial moves are used: translations (∼18%), rotations (∼18%), reinsertions (∼10%), partial reinsertions/deletions (∼18%) and molecule exchanges with the reservoir (∼36%).

To create initial configurations with a predefined state (e.g., amount of adsorbates in the framework) for the GCMC simulation, the CBMC simulation technique in the canonical ensemble (NVT) is used. In these simulations the temperature, the volume and the number of particles are kept constant. The following types of trial moves were applied: translations (20%), rotations (20%), reinsertions (20%), partial reinsertions (20%) and Widom’s test particle insertions (20%).

All simulations started with an equilibration period of 50 000 to 500 000 cycles in which ensemble averages are not calculated. In a cycle the number of MC steps is equal to the number of molecules in the simulation box with a minimum of 20 MC steps per cycle. In this chapter, to obtain sufficiently accurate results each simulation is restarted until the standard deviation of the number of adsorbed molecules ($\mu VT$) or the total energy of the system (NVT) becomes smaller than 5%. Hence, the number of cycles is not specified in this description because it can differ from structure to structure and also for pressures. In general, 50 000 to 500 000 cycles are applied in the simulations.

Certain geometric properties of the structures are required to conduct the screening study. The helium void fraction for each MOF structure is calculated with the Widom insertion method [90]. The pore limiting diameter (PLD), largest cavity diameter (LCD) and the Volumetric Surface Area (VSA) of each structure are calculated in the first step of the screening study. These simulations are performed by using the Zeo++ software package [223, 224]. The saturation pressure of methanol and ethanol are calculated using the Antoine-equation. The parameters for the equation are taken
from the NIST database [225, 226]. The calculated saturation pressures of methanol and ethanol as a function of temperature are shown in Table A.3.

### 3.3.1. MID-DENSITY SCHEME

At relative pressures close to a high change in the density of the adsorbed phase (such as close to a steep adsorption step) the simulation of uptakes can be difficult due to the presence of metastable states. To determine the accurate location of the equilibrium phase transition, in principle, thermodynamic integration of the grand potential can be used [227–229]. In the thermodynamic integration method, several states along a path crossing the metastable state of the fluid are calculated. However, this method is computationally expensive. To overcome this problem, a computationally cheaper method, the mid-density scheme [212] can be applied to determine the accurate location of the equilibrium phase transition.

In this method, three isotherms are calculated. One isotherm with an empty (considered as default initial configuration in this chapter), one with a saturated and one with a "half" saturated simulation box as initial configuration. In Figure 3.3, the schematic representation of mid-density scheme [212] is shown through the adsorption isotherms of methanol on the PEVQEO structure. After obtaining the first two isotherms (from empty and saturated initial box) usually a hysteresis can be observed.
RESULTS AND DISCUSSION

In case of a hysteresis, for one relative pressure two states are found. One of the states is a metastable state and the another is a stable state. These two states are separated by free energy barrier (a saddle point in the number of particles - relative pressure space). To identify the stable state, the simulations are started with the average loading. For each average number of adsorbed molecules a $NVT$ simulation is performed. The results of these $NVT$ simulations are used as new initial configurations (half box) in GCMC simulations performed at the corresponding relative pressures where the two calculated loading values (from initially empty and saturated) differ from each other. The obtained isotherm from the simulations with the half saturated box as initial configuration is considered to represent the accurate adsorption step.

3.4. RESULTS AND DISCUSSION

Since there is no specific and transferable force field for alcohol adsorption in MOFs, the applicability of the chosen force field has to be tested. To validate the force field, experimentally measured isotherms of methanol and ethanol are compared with the isotherms obtained from the simulations. In the database six structures with available experimental adsorption data for either methanol or ethanol exist. Therefore, these structures are used for the validation of the force field. In the DDEC database the naming of the structures is mixed. Most of the structures are referred to with a combination of six letters (for example DOTSOV) and some of the frameworks are reported with common names e.g. ZIF-8, ZIF-90. For consistency, the exact reported names in the database are used here. In Figure 3.4, the experimentally measured and simulated adsorption isotherms with methanol and ethanol as adsorbates at 288K and 298K are shown for ZIF-8. The experimentally measured and simulated isotherms for the other five structures are shown in the Supporting Information of Ref. [152]. Although the applied generic force field has not been specifically fitted to reproduce these experiments, the experimental and simulation results are in reasonable agreement. Based on the results obtained for the six structures used in the validation, it is concluded that the location of the adsorption step (if present) and the uptake values are properly captured by the proposed force field.

3.4.1. SCREENING WITH METHANOL

In this section, the results of each screening step with methanol are presented. By excluding structures with PLD $< 4$ Å (Step 1), approximately 1300 from the original 2930 structures are selected for Step 2.

In Figure 3.5, the adsorbed amounts of methanol at relative pressures $P / P_0^{-1} = 0.05$ and 0.5, and the working capacity are plotted as a function of the helium void fraction for the selected ca. 1300 structures (Step 2). The color code represents the largest cavity diameters of the structures. In Figure 3.5a and 3.5b, methanol adsorption values
at the lower \( P P_{0}^{-1} = 0.05 \) and higher \( P P_{0}^{-1} = 0.5 \) relative pressures are shown, respectively. Most of the structures with lower LCD than ~10 Å are already saturated at \( P P_{0}^{-1} = 0.05 \). Almost all structures are nearly or fully saturated at \( P P_{0}^{-1} = 0.5 \) (Figure 3.5b). The structures showing high working capacities are mainly the ones with higher LCD (> 10 Å) (Figure 3.5c). The finding indicates the strong correspondence between the adsorption uptake value at the lower relative pressure and the working capacity of the structure. It is observed (Figure 3.5) that for structures with pore diameters smaller than ca. 16 Å, the most critical parameter determining the working capacity is the uptake of the structure at \( P P_{0}^{-1} = 0.05 \). Unfortunately, the DDEC database contains only three structures with LCDs higher than 16 Å. Therefore, the possibilities to investigate the effect of the pore dimensions on the adsorption uptake are limited.

Based on the calculated working capacities of the structures, 159 MOFs fulfill the selection criterion \( \Delta W > 0.4 \text{ ml ml}^{-1} \). For this selection of structures, there are multiple structures which are practically the same (chemical composition, underlying topology etc.) with slight differences in the atomic positions. These structures are referred to as duplicates and most of those are excluded from the screening. A few duplicates are used in this chapter to investigate the sensitivity of the method to small structural differences. Some of these duplicates are shown in Table 3.1 and Figures S8-S18 in the Supporting Information of Ref. [152]. Consequently, the number of structures selected for the subsequent step is 130.

The 4 additional points of the isotherm are calculated for each selected structures. Based on the obtained results the structures are grouped according to the defined "bin" system. The cardinality of the first, second, third and fourth bin are 69, 31, 26 and 4, respectively. The obtained adsorption isotherms, are shown in the Supporting Infor-
Figure 3.5: Excess adsorption uptake at relative pressure $p_p^{-1} = 0.05$ (a), $p_p^{-1} = 0.5$ (b) and working capacity (c) with methanol as a function of the helium void fraction for the ca. 1300 structures considered in the second step at 303K (where $P_0$ is the saturation pressure of the adsorbate, $P_0 = 21.70$ kPa) [230]. The coloring represents the largest cavity diameter (LCD) of the structures.
<table>
<thead>
<tr>
<th>Name</th>
<th>Common name</th>
<th>Ref.</th>
<th>PLD / [Å]</th>
<th>LCD / [Å]</th>
<th>$\Delta\mu_{\text{H}_{2}O}$</th>
<th>$\mu_{\text{H}_{2}O}$</th>
<th>$\mu_{\text{H}_{2}O}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRMOF-6</td>
<td>IRMOF-6</td>
<td>240</td>
<td>6.71</td>
<td>15.04</td>
<td>0.77</td>
<td>2079</td>
<td>0.16</td>
</tr>
<tr>
<td>MOF-107</td>
<td></td>
<td>244</td>
<td>5.31</td>
<td>7.05</td>
<td>0.74</td>
<td>2449</td>
<td>0.11</td>
</tr>
<tr>
<td>MOF-1-Dybtsev</td>
<td></td>
<td>245</td>
<td>7.58</td>
<td>9.36</td>
<td>0.65</td>
<td>1761</td>
<td>0.16</td>
</tr>
<tr>
<td>SUKYIH</td>
<td>SUKYIH</td>
<td>236</td>
<td>7.09</td>
<td>9.65</td>
<td>0.82</td>
<td>2271</td>
<td>0.11</td>
</tr>
<tr>
<td>AGAXOV</td>
<td>AGAXOV</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOF-104</td>
<td>MOF-104</td>
<td>241</td>
<td>7.40</td>
<td>9.58</td>
<td>0.76</td>
<td>2158</td>
<td>0.10</td>
</tr>
<tr>
<td>ZIGFEC-Cr-BTC</td>
<td>ZIGFEC-Cr-BTC</td>
<td>232</td>
<td>6.84</td>
<td>12.81</td>
<td>0.76</td>
<td>1905</td>
<td>0.07</td>
</tr>
<tr>
<td>RUVKAV</td>
<td>RUVKAV</td>
<td>238</td>
<td>7.89</td>
<td>11.83</td>
<td>0.75</td>
<td>1806</td>
<td>0.06</td>
</tr>
<tr>
<td>RUVKAV</td>
<td>RUVKAV</td>
<td>238</td>
<td>7.94</td>
<td>12.72</td>
<td>0.74</td>
<td>1806</td>
<td>0.06</td>
</tr>
</tbody>
</table>

In loading director and after the adsorption steps, structures are calculated with reported lattice parameters and hydrogen bonding information in the HYPERDOS program. The peak number and position correspond to the hydrogen bonding interaction. The H_BOND value is a measure of the hydrogen bonding strength that is calculated using the XRD and neutron diffraction data. The hydrogen bonding distance is determined using the H_BOND value. The hydrogen bonding distance is determined using the H_BOND value.

The table above shows the summary of structural analysis of the best 75 structures with methanol. The PLD and LCD values correspond to the maximum and minimum pore diameters, respectively. The table includes the binding energy (ΔE) and the binding energy fraction (ΔE/ΔE) of the hydrogen bonding interaction. The hydrogen bonding strength (H_BOND) is calculated using the XRD and neutron diffraction data. The hydrogen bonding distance is determined using the H_BOND value. The hydrogen bonding distance is determined using the H_BOND value.

Table 4: Summary of structural analysis of the best 75 structures with methanol. The binding energy (ΔE), binding energy fraction (ΔE/ΔE), and hydrogen bonding strength (H_BOND) are calculated using the XRD and neutron diffraction data. The hydrogen bonding distance is determined using the H_BOND value.
mation of Ref. [152]. There are 40 structures with lower deliverable working capacity than the desired 0.4 ml ml$^{-1}$. This is an indication for a non-stepwise adsorption behavior and these structures are not considered for further investigation. For the next screening step, thirteen structures from the first bin, ten from the second, six from the third and three structures from the fourth bin with the highest deliverable working capacities are selected. Since it is not straightforward how to handle duplicated structures, in each case the duplicate with highest and with the lowest deliverable working capacities are chosen to investigate the difference.

Based on the structural assessment of the selected structures, several structures are discarded. The BICDAU, ECOLEP and HIGRIA structures have chiral ligands, which makes the synthesis of these frameworks difficult and expensive. Therefore, these MOFs are excluded. The MOCKAR and PEVQAK structures are discarded because defects are encountered (two carbon atoms overlapping instead of double bond and hydrogen atoms are missing) in the Crystallographic Information files (CIFs). In the PET-WOC structure the inorganic cluster is $[\text{U}_6\text{O}_{12}]^{12+}$, which contains a radioactive metal so this structure is also excluded. The structural properties of the MOFs and the results for the mid-density method (Step 4) are shown in Table 3.1. The adsorption isotherms obtained by using the mid-density method for each structure are shown in the Supporting Information of Ref. [152].

There are 3 different sets of duplicate structures indicated by superscripts in Table 3.1. As mentioned in the previous sections, the treatment of these duplicates is not straightforward. Based on the obtained results it becomes apparent that the corresponding duplicate structures have similar values for the properties ($\Delta W_{\text{del}}, \text{LCD, PLD, adsorption step location}$) shown in Table 3.1.

Based on the assessed structural properties of the structures, MOFs with unfavorable properties (e.g., difficult/expensive synthesis etc.) are already discarded. The final selection criteria for choosing the best MOFs are the deliverable working capacity and the location of the adsorption step. The selection is performed by considering the structures in the defined relative pressure intervals (bins) to obtain MOFs for distinctive operating conditions for ACs applications. The number of structures in the bins varies greatly. Most of the structures are in the second bin ($0.1 > P P_0^{-1} > 0.2$) and there is just one in the third ($0.2 > P P_0^{-1} > 0.3$). There are 3 structures in the first bin ($0.05 > P P_0^{-1} > 0.1$): XAMDUM01 (HKUST-1), YUGLES and ZIGFEC (Cr-BTC). The YUGLES structure is chosen because it has the highest deliverable working capacity. The second bin contains 12 structures. Due to the high cardinality of this bin, several structures are chosen with diverse adsorption step locations. The ANUGIA (UMCM-152), SUKYIH and RUVKAV (PCN-46) structures have similar adsorption step locations and RUVKAV has the highest deliverable working capacity of these, so this structure is
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3.4.2. Screening with ethanol

In this section, the results of each screening step with ethanol is presented. The calculated methanol and predicted ethanol working capacities (Step 1 - ethanol) are compared and it is observed that for most of the structures these values are equal. There are 32 additional structures with high predicted working capacity (> 0.4 ml ml\(^{-1}\)) for ethanol, which do not have a high working capacity for methanol (Figure S44 in the Supporting Information of Ref. [152]). The structures with predicted working capacity higher than 0.4 ml ml\(^{-1}\) are selected for the subsequent screening step. The number of promising structures is reduced to 191 from the initial 2930 without performing any

---

**Figure 3.6:** Methanol adsorption isotherms of the six best structures after applying the mid-density method to locate the step location. The excess amounts of adsorbed methanol are shown as a function of relative pressure, \( P P_0^{-1} \) (where \( P_0 \) is the saturation pressure of the adsorbate), at 303 K \( (P_0 = 21.70 \text{ kPa}) \) [230] for each structure. The error bars indicate the 95% confidence intervals. The following MOFs can also be referred to with common names: RUVKAV (PCN-46), XEBHOC \((\text{Cu}_2(\text{TCPDPA}))\), and LAWGEW (IRMOF-1).
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Figure 3.7: Excess methanol uptakes as a function of excess ethanol uptakes for the ca. 190 structures selected in the first screening step with ethanol. The color code represents the uptake at 0.05 (black) and 0.5 (red) relative pressures, and the working capacity (blue) of the structures.

In Figure 3.7, the results of the second screening step with both adsorbates are shown. The methanol uptakes are shown as a function of the ethanol uptakes. The similar adsorption behavior of the two working fluids can be observed in Figure 3.7. A large number of structures show high ethanol and low methanol uptakes at \( P/P_0 = 0.5 \). These structures are identified as the ones placed in the first bin during the third screening step with methanol. As assumed the adsorption step for these structures with ethanol is shifted to lower relative pressure which results in a high uptake value at \( P/P_0 = 0.05 \). Consequently, these structures have a low working capacity for ethanol while showing high working capacity for methanol (top left part of Figure 3.7). At this step (Step 2), 55 structures are selected (\( \Delta W > 0.4 \text{ ml ml}^{-1} \)) for further investigation.

Four more points of the isotherm are calculated for the 55 selected structures at relative pressures 0.1, 0.2, 0.3 and 0.4. The structures are grouped according to the above defined bin system. The obtained results also support the assumed similar adsorption behavior of the adsorbates. It is observed that several structures which are assigned to the third bin with methanol, are placed in the second bin with ethanol. Similarly, there is a significant overlap for the structures in the second bin with methanol and the first with ethanol.

The lack of a steep adsorption step can also be observed with ethanol. After obtaining the additional isotherm points, the deliverable working capacity becomes lower than the desired 0.4 ml ml\(^{-1}\) for 10 structures. These structures are not considered further.
Based on structural properties, MOFs with unfavorable attributes (e.g., difficult or expensive synthesis, containing potentially harmful building blocks, flexibility of the framework etc.) for application in ACs are discarded. Since the flexibility of the framework can cause desorption hysteresis [188], the flexible MIL-88c-open structure is not considered for further investigation. Furthermore, the RONZID, JUTCWU and PIYZAZ structures contain cyanide, which is a potentially harmful substance, these MOFs are discarded. The VUSJUP structure is excluded because of a defect in the reported structure (CIF). From the selection of chosen structures, there are numerous duplicates from which the one with the highest deliverable working capacity is selected. After the structural analysis and the selection based on deliverable working capacity are performed (Step 3) the number of remaining structures is 12. 8 structures are selected from the first, 3 from the second, 1 from the third and 0 from the fourth bin.

The structural properties and results after performing the mid-density analysis with the 5 additional adsorption uptakes (Step 4) are shown in Table A.4 of the Appendix. The structures are regrouped because of the shift in the location of the adsorption step and structures with high deliverable working capacity are chosen from the distinctive bins. The ANUGIA and RUVKAV structures show the adsorption step below the lower limit of the first bin. The deviation from the lower limit is small compared to the size of the bin (10%). Hence, based on the deliverable working capacity values, the RUVKAV structure is considered as a promising candidate. From the first bin the FUNBOG, XEBHOC and PEVQEO structures are chosen because of their high working capacity and diverse step location. In the second and third bin only 1 structure is placed at the last selection step. Both of these structures are considered promising frameworks. Therefore, the finally selected frameworks are the following: RUVKAV(Cu), FUNBOG(Zn), XEBHOC(Cu), PEVQEO(Zn), HAFTOZ(Ni), and GUNFAW01(Cr, Mn). The ethanol isotherms for the best 6 structures after applying the mid-density method are shown in Figure 3.8.

By conducting 4 subsequent screening steps, 6 structures with both working fluids are selected. The selected structures show considerably high deliverable working capacities and diverse adsorption step locations with both working fluids. For the two working fluids five of the selected structures are the same (PEVQEO and LAWGEW are duplicates) which supports the assumption for the similar adsorption behavior of the two working fluids. The sixth best performing candidate selected is YUGLES for methanol and FUNBOG for ethanol. Since all structures in the database are experimentally synthesized, the synthesis route and characterization of the most promising MOFs are available in literature [233, 234, 237–241]. For most of the selected structures, experimentally measured adsorption isotherms with several adsorbates (e.g. H₂,
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Figure 3.8: Ethanol adsorption isotherms of the six best structures after applying the mid-density method to locate the step location. The excess amounts of adsorbed ethanol are shown as a function of relative pressure, $P P_0^{-1}$ (where $P_0$ is the saturation pressure of the adsorbate), at 303 K ($P_0 = 10.38$ kPa) [230] for each structure. The error bars indicate the 95% confidence intervals. The following MOFs can also be referred to with common names: RUVKAV (PCN-46), XEBHOC (Cu$_2$(TCPPDA)), and PEVQEO (IRMOF-1).

It can be seen that the selected structures have diverse cluster and linker types with several types of metal ions (Cu, Zn, Ni, Cr, Mn). The atomistic representation of the 7 different selected MOFs are shown in Figure 3.9. Despite the differences in cluster and linker types, the selected structures have several similar physical properties. All frameworks have high helium void fractions, volumetric surface areas and similar pore dimensions as shown in Table 3.1 and Table A.4 of the Appendix. In Figures S46-S47 in the Supporting Information of Ref. [152], the deliverable working capacity of the best 25 structures with methanol are shown as a function of volumetric surface area (VSA) and helium void fraction. It can be observed that with increasing VSA and helium void fraction the deliverable working capacity increases, however, a correlation based on only these properties cannot be established. In Figure 3.5c, several structures with high helium void fraction and low maximum working capacity are shown which suggests that considering only the physical properties (helium void fraction, surface area, pore dimension) of the structures is not sufficient to predict the deliverable working capacity of the framework. Since electrostatic interactions play a major role in the adsorption of polar adsorbates in MOFs, the polarity of the linkers also needs to be taken into account at the assessment of MOFs for ACs application.
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Figure 3.9: Atomistic representation of the finally selected structures. The super cell, cluster and linker are shown for each finally selected MOF. Since the LAWGEW and PEVQEO structures are duplicates, this MOF is only shown once. The following MOFs can also be referred to with common names: RUVKAV(PCN-46), XEBHOC(Cu$_2$(TCPPDA)), and LAWGEW(IRMOF-1). The graphical representations are created with iRASPA. [45]
The YUGLES(Cu) and RUVKAV(Cu) structures differ only in the length of the linkers connecting the metal clusters. While the small difference in the length of the linkers (2 carbon atoms) does not have a significant effect on the polarity of the pores, it leads to a larger pore size for the RUVKAV framework. Therefore, the two structures have similar adsorption affinity but the RUVKAV framework can accommodate a higher amount of working fluid. For the RUVKAV structure the adsorption step occurs at a higher relative pressure because more working fluid is required for pore condensation. It is expected that by further increasing the size of the linker, without the incorporation of polar functionalities, the volumetric working capacity of the framework would be reduced due to the weaker interaction between the MOF and the working fluid. Although the incorporation of polar functionalities can increase the volumetric working capacity, it also increases the adsorption affinity, which may lead to stronger interactions between the framework and adsorbate. This may cause undesirably high desorption temperatures. Our results indicate that the pore dimensions and the polarity of linkers have a combined effect on the adsorption of polar adsorbates in MOFs. Nevertheless, for establishing rigorous correlations between these properties and the deliverable working capacity, further research is necessary.

3.5. **CONCLUSIONS**

A computational screening of ∼2 930 experimentally synthesized Metal-Organic Frameworks is performed to find the best performing structures for AC applications with methanol and ethanol as working fluids. To the best of our knowledge, this is the first reported computational screening study of MOFs involving the phenomenon of pore condensation to date. The screening procedure with methanol is performed in four subsequent steps. Based on the obtained results in the first three screening steps for methanol it is concluded that for the investigated pore size range the adsorbents can be assumed to be saturated at a relative pressure $P_{10}^{-1} = 0.5$. Therefore, the loading at relative pressure $P_{0}^{-1} = 0.05$ determines the maximum working capacity for AC application. It is observed that the helium void fraction of the structure is a reasonable descriptor of the maximum working capacity. In the fourth step of the screening process, the mid-density scheme [212] is applied to efficiently and accurately locate the position of the adsorption step (equilibrium phase transition). By using the results obtained in the first and second steps of the screening with methanol the screening process for ethanol is commenced. It is found that by assuming similar adsorption behavior for methanol and ethanol a significant amount of calculations can be avoided. Without performing any additional simulations and just by considering the results obtained for methanol, the number of possible candidate structures is reduced from 2930 to ca. 190. In a similar manner as for methanol four subsequent steps are
carried out for ethanol. At the end of the screening procedure the six most promising structures are selected based on the location of the adsorption step and deliverable working capacity with both working fluids (see Figure 3.6 and Figure 3.8). These structures are considered promising for AHP/ACs application since the deliverable working capacities are considerably higher ($\sim 0.6 \text{ ml ml}^{-1}$) than the previously reported highest value ($\sim 0.45 \text{ ml ml}^{-1}$) in literature [148]. It is shown that the screening of MOFs with methanol and ethanol for AHP/AC applications is a challenging task but it can be performed with a reasonable amount of computational effort. These results can provide fundamental guidance for experimental and computational investigations of new MOFs for AHP/ACs applications.
4.1. Introduction

H₂ is considered a promising energy carrier which can be used in fuel cells and in combustion engines [253–259]. H₂ can be produced in a sustainable way via water electrolysis using renewable energy sources [260–263]. Due to its low volumetric energy density, to efficiently use H₂, it has to be compressed to high-pressures i.e., 350 - 700 bar [258, 264–266]. Conventionally, hydrogen is compressed using mechanical compressors [265, 267, 268]. The most-commonly used mechanical compressor types for H₂ compression are piston, compressed air, ionic and diaphragm compressors [265].

In the past decade, electrochemical H₂ compressors (EHCs) have been developed [269, 270] as an alternative to mechanical compressors. Compared to mechanical compressors, EHCs do not have moving parts which can be damaged during the operation of the device [268, 269]. Additionally, due to the isothermal compression process, EHCs can be more energetically efficient compared to mechanical compressors based on adiabatic compression [267]. HyET Hydrogen BV [270] has developed an EHC that can compress H₂ from ambient pressures to 1 000 bar in a single step [270]. The working principle of EHC is similar to proton exchange membrane (PEM) based fuel cells [271]. In the EHC stack, a PEM is placed between the anode and the cathode allowing only to protons to permeate from the anode to the cathode side. On the cathode, protons are reduced to molecular H₂ at elevated pressures [270, 271]. Since EHCs rely on the presence of water for the transport of protons through the PEM, the outgoing high-pressure H₂ stream has a water content which exceeds the quality requirements of the ISO 14687—2:2019 standard [272]. According to this standard, the water content of H₂ fuel used in transportation and stationary applications should not exceed 5 ppm (throughout this chapter mole based ppm values are reported). This limit ensures that at high-pressures (e.g., P >700 bar) and close to ambient temperatures, the water remains in the gas phase, thus, preventing the ice formation upon expansion, and the corrosion of the metallic parts of the storage vessel [273]. The presence of water in high-pressure H₂ also influences the thermodynamic properties of the H₂ gas [274].

Rahbari et al. [86] investigated the solubility of water in H₂ at high-pressures (P = 10 - 1 000 bar) for a wide range of temperatures (T = 283 - 423 K) using molecular simulation and equation of state (EoS) modelling. Additionally, an overview of all available experimental data on the solubility of water in high-pressure H₂ was reported [86]. It was shown that at the investigated pressure and temperature range, the equilibrium content of water in the gas phase is significantly higher than 5 ppm (molar) (i.e. ISO standard requirement [272]). At the lowest temperature (T = 283 K) and highest pressure (P = 1 000 bar) investigated in this chapter, the computed water content of the H₂ gas was 29 ppm [86]. This suggests that achieving 5 ppm water content by using
conventional drying methods, i.e. based on cooling or pressure swing adsorption, can be very energy intensive.

As an alternative drying method, selective adsorption of water on porous materials can be considered. Porous materials such as Metal-Organic frameworks (MOFs), activated carbons, zeolites etc. have been investigated for the drying of different gas streams [275–278]. In particular, zeolites are promising candidates for the selective adsorption of water from high-pressure H\textsubscript{2} streams due to their high water adsorption capacity, tunable hydrophilicity, and high thermal stability which ensures easy regeneration of the structure by heating [87, 91, 279].

The adsorption of pure water and pure H\textsubscript{2} on zeolites has been studied by several research groups both by simulation [51, 87, 88, 92, 96, 97, 108, 280] and experimental techniques [87, 88, 92, 97, 280]. In these studies, it was shown that depending on the Si/Al ratio of the framework, zeolites can have either high water or H\textsubscript{2} loading capacities. However, to the best of our knowledge there is no reported work on the adsorption of binary H\textsubscript{2}/water mixtures at high-pressures.

In this chapter, a computational screening study is carried out to identify potential zeolite frameworks for the drying of high-pressure H\textsubscript{2} streams. To simulate the adsorption of water/H\textsubscript{2} mixtures on zeolites, MC simulations are performed. We show that the adsorption selectivity for water increases as the Si/Al ratio decreases. Since a high adsorption selectivity for water is desirable for the drying of high-pressure H\textsubscript{2}, the Al content of the zeolites available in the zeolite database of the International Zeolite Association (IZA) is adjusted to obtain structures with the lowest possible Si/Al ratio while obeying Löwenstein's rule [281] which states that the formation of Al-O-Al bonds is prohibited in zeolites. To identify promising zeolites for the drying of high-pressure H\textsubscript{2} gas at conditions relevant to vehicular applications, H\textsubscript{2}O/H\textsubscript{2} mixture with a water content of 12.3 ppm (molar) at 875 bar and 310 K is considered in this chapter. The selected operating pressure is based on the conditions typically used at refueling stations for vehicles, where H\textsubscript{2} should be stored at P = 875 bar (or higher) to be able to fuel a vehicle within 3-5 minutes [265, 282]. According to HyET Hydrogen BV. [270], the water content of H\textsubscript{2} compressed to 875 bar using EHC is ca. 12.3 ppm. To obtain a better understanding of the effect of pressure and water content on the adsorption selectivity of zeolite structures, additional water/H\textsubscript{2} mixtures with 12.3 ppm and 478 ppm of water at 400 bar and 310 K are considered. The value of 478 ppm is an estimation of the equilibrium solubility of water in H\textsubscript{2} at 400 bar and 310 K based on the study of Rahbari et al. [86]. Promising zeolites for high-pressure H\textsubscript{2} drying are identified based on the computed adsorption selectivity for water, the pore limiting diameter (PLD), and volume of the H\textsubscript{2} gas that can be dried by 1 dm\textsuperscript{3} of zeolite. The proposed zeolites can be used to dry 400 - 8 000 times their own volume of H\textsubscript{2} gas depending on the
operating conditions. Our findings strongly indicate that zeolites with high Al content are potential candidates for the drying of high-pressure H\textsubscript{2} gas. To date, most types of zeolites have not been synthesized with the highest possible Al content yet [283]. For example, MFI-type zeolite can be synthesized with Si/Al ratio 9.3 [284] which is considerably higher than the theoretical minimum (Si/Al ratio = 2). Our findings indicate that the development of new synthetic pathways allowing for the creation of zeolites with high Al content would be beneficial for high-pressure H\textsubscript{2} drying.

The remainder of the chapter is structured as follows: In Section 4.1, details of the simulation methods are explained. In Section 4.3, the effects of the Si/Al ratio, pressure and water content on the adsorption selectivity, and the selection procedure of the most promising zeolites for high-pressure H\textsubscript{2} drying are reported. In Section 4.4, the conclusions of this chapter are summarized.

### 4.2. Simulation Methodology and Computational Details

#### 4.2.1. Force Fields

In all simulations, the (12-6) LJ potential is used for van der Waals interactions between guest-guest and guest-host. The LJ potential is truncated and shifted at 12 Å. No tail-corrections are used. The force field parameters reported by Castillo \textit{et al.} [87] are used to model the zeolite frameworks, and the interactions between water and the zeolite atoms. In that study, the guest-host force field parameters were fitted using the rigid, five-site TIP5P/Ew [285] water model. Therefore, the TIP5P/Ew force field is used in all our simulations. In the study by Castillo \textit{et al.} [87] the LJ parameters for the interactions between water and the framework atoms were fitted to experimentally measured water adsorption isotherms for the LTA4A structure [87]. It is important to note that our choice to use these force fields was based on the fact that no transferable force fields for the simulation of the adsorption of water on Al containing zeolites are currently available (mainly because the relevant experimental data are largely lacking). To model H\textsubscript{2} and the interactions of H\textsubscript{2} with Si and O atoms of the framework, the parameters reported by Deeg \textit{et al.} [97] are used. These parameters were fitted to experimentally measured H\textsubscript{2} adsorption isotherms on pure Si zeolites.

The LJ parameters for the interactions of H\textsubscript{2} with the Al and Na\textsuperscript{+} atoms of the framework were fitted to an experimentally measured H\textsubscript{2} adsorption isotherm on the LTA4A structure [286]. The calculated and experimentally measured adsorption isotherms of H\textsubscript{2} are shown in Figure 4.1.

It can be observed that the computed isotherm is in good agreement with the experiments. The diffusion of H\textsubscript{2} molecules inside the zeolite is also investigated us-
Figure 4.1: Amount of adsorbed hydrogen on the LTA4A as a function of pressure at $T = 77$ K. The red and black symbols represent computational and experimentally measured [286] results, respectively.

For interactions between unlike interaction sites, the Lorentz-Berthelot combining rules [77] are used. In all simulations, electrostatic interactions are described by fixed point charges. The long range electrostatic interactions are calculated using the Ewald method with a relative precision of $10^{-6}$ [76]. All force field parameters are listed in Tables A.5 and A.6 of the Appendix.
4.2.2. SIMULATION DETAILS

The MC simulations for the calculation of the adsorption isotherms were performed using the RASPA software package [79, 90]. The atomic positions of the zeolite structures were taken from crystallographic files (CIF) of the IZA database [18] implemented in the iRASPA visualization package [45]. In this database, 231 zeolite structures are included. 13 structures contain Si atoms coordinated by only 3 oxygen atoms instead of 4. These zeolites were excluded from the screening study. The zeolite structures were considered rigid in all simulations. This is a common practice in simulations of adsorption of small molecules on nanoporous materials because it significantly reduces the CPU time [95, 152]. Nevertheless, it has been shown that for small non-aromatic molecules, framework flexibility has a small effect on adsorption properties [95]. The Al containing zeolites were created by randomly exchanging the Si atoms of the original zeolite structure for Al, while obeying Löwenstein’s rule [281]. As shown in literature [129, 287, 288], the distribution of Al atoms in certain types of zeolites can affect the adsorption properties such as the adsorption loading, diffusion etc. However, at very high Al content (i.e. Si/Al ratio < 3) the effect of the distribution of Al atoms is expected to be small. The structures with the lowest possible Si/Al ratio were created by using the following MC scheme: Initially, half of the Si atoms are exchanged for Al (i.e.,
Si/Al = 1). Consequently, identity changes are carried out during which the Al atoms violating Löwenstein’s rule are exchanged with randomly selected Si atoms which are connected to at least one other Si atom via an oxygen atom. If no structure obeying Löwenstein’s rule is obtained after 100 000 attempts then a new structure with one Al atom less is created (i.e., Si/Al > 1) and the exchange of the Al atoms is started again. This procedure is performed until a structure obeying Löwenstein’s rule is obtained. CIF files containing the obtained structures with the lowest Si/Al ratio are provided as separate files in the Supporting Information of Ref. [289].

The charge imbalance of the framework due to the presence of the Al atoms is compensated by the insertion of nonframework Na\(^+\) cations. In principle, the nonframework cations should be placed to the experimentally measured crystallographic positions [98, 128]. However, the crystallographic positions of Na\(^+\) are not available for most zeolites. Therefore, in this chapter, the cations are inserted randomly in the framework and their positions are equilibrated by performing simulations in the canonical (\(NVT\)) ensemble at 1 000 K. In these simulations, translation (50%) and random reinsertion (50%) trial moves are used. To obtain an equilibrated structure, 500 000 cycles are carried out. A cycle consists of as many MC steps as the number of molecules in the system. A minimum of 20 MC steps are carried out per cycle. Due to the random insertions, cations may be placed in positions which should not be accessible, in so-called pockets. The Zeo++ software package [223, 224] provides the functionality to identify pockets which should be blocked for a sphere with a certain radius (i.e., probe size). This approach was tested for LTA- and FAU-type zeolites. We observed that by using the ionic radius of Na\(^+\) (\(r_{\text{Na}^+} = 1.16 \, \text{Å}\)) as probe size, the sodalite cages are blocked in both structures. Based on the reported crystallographic positions of Na\(^+\), the sodalite cages should be accessible for Na\(^+\) in FAU-type zeolite [290] but not in LTA-type zeolite [291]. This shows that by using blocking spheres, the inaccessible pockets for Na\(^+\) cannot be clearly identified without experimental data. Therefore, in this chapter, blocking spheres are only used for LTA-type zeolite in which the location of Na\(^+\) cations (sodalite cages) are reported experimentally. Since the kinetic diameters of water (2.65 Å) and H\(_2\) (2.89 Å) are similar to the window size of most zeolites, for these molecules no blocking spheres are used, in accordance with other studies [87, 108, 280].

To calculate the adsorption isotherms of H\(_2\)/water binary mixture on zeolites, MC simulations in the grand-canonical ensemble (\(\mu VT\)) are performed. In these simulations, the following trial moves are used for the cations: translations (50%) and random reinsertions (50%). For the H\(_2\) and water molecules, the following trial moves are carried out: translations (20%), rotations (20%), random reinsertions (20%), and particle exchanges with the reservoir (40%). For all structures, 200 000 equilibration cycles are
performed which ensures that the equilibrium loading of the components is reached. Using the equilibrated configuration, 5 independent simulations of 100 000 production cycles are carried out to obtain accurate ensemble averages.

In the RASPA software package [79, 90], the imposed chemical potential is calculated from the fugacity of the fluid. The fugacity coefficients of the components are predicted by the Peng-Robinson Equation of State (PR EoS) [222]. Recently, Rahbari et al. [86] compared the performance of the PR EoS and MC simulations for predicting the fugacity coefficients of water and H$_2$ at a wide pressure range (10 - 1 000 bar). It was shown that the PR EoS yields inaccurate fugacity coefficients at high-presures ($P > 400$ bar), while the fugacity coefficients computed by MC simulations are in reasonable agreement with the experimentally measured data. Therefore, in this chapter, the fugacity coefficients of water and H$_2$ are calculated by performing MC simulations in the continuous fractional component $NPT$ (CFCNPT) ensemble [89] implemented in the BRICK-CFCMC software package [292, 293]. In CFCMC simulations, special types of molecules, the so-called fractional molecules are used. The LJ and electrostatic interactions of these molecules with the rest of the system are scaled by a parameter $\lambda \in [0,1]$, where $\lambda = 0$ means that the fractional molecule does not interact with other molecules and $\lambda = 1$ means that the fractional molecule has the same interactions as other molecules of the same type. For calculating fugacity coefficients, it is assumed that the water is infinitely diluted in H$_2$ since only a few ppm of water are present in the H$_2$ gas. The simulation box consists of 512 H$_2$ and 1 fractional molecule of each component which enables the calculations of the excess chemical potential that can be related to the fugacity coefficient. The detailed derivation of the relations between the fugacity coefficients and the excess chemical potential are presented elsewhere [86, 89]. The trial moves used in the CFCNPT simulations are selected with the following probabilities: 35 % translations, 30 % rotations, 1 % volume changes, 17 % $\lambda$ changes, and 17 % identity changes of the fractional molecule. The simulations consist of 100 000 equilibration and 500 000 production cycles. The calculated fugacity coefficients of the components are shown in Table A.7 of the Appendix. The uncertainty of ensemble averages were calculated as the standard deviation of the mean from five independent simulations.

To identify potential zeolite structures for the drying of high-pressure H$_2$ streams, the adsorption selectivity ($S_{H_2O,H_2}$) is used as a criterion. In this work, the adsorption selectivity is defined as the percentage of water adsorbed on the zeolite:

$$S_{H_2O,H_2} = \frac{q_{H_2O}}{q_{H_2} + q_{H_2O}} \times 100\%$$

(4.1)

where $q_{H_2O}$ and $q_{H_2}$ are the numbers of water and H$_2$ molecules adsorbed per unit cell. The adsorption selectivities are computed for water/H$_2$ mixtures with 12.3 ppm
and 478 ppm water content. The value of 478 ppm is an estimation of the equilibrium solubility of water in H\textsubscript{2} at 400 bar and 310 K based on the study of Rahbari et al. [86]. In that study, the solubility of water at \( T = 323, 366, \) and 423 K was reported for various water force fields, i.e. TIP3P [294], TIP4P/2005 [295], and TIP5P/Ew [285], while at \( T = 310 \) K the authors used only TIP3P. Since in this chapter the TIP5P/Ew force field is used at \( T = 310 \) K, the solubility of water is estimated based on the solubilities reported with TIP3P. In particular, we assume that the ratio of solubilities computed with the TIP3P and TIP5P/Ew force fields at the same pressure is independent of the temperature. Thus, the ratio of the solubilities predicted with the two force fields at \( T = 423 \) K is calculated (i.e., ca. 0.62) and assumed to be equal with the ratio at \( T = 310 \) K. Using the available solubility data reported by Rahbari et al. [86], we estimate the solubility of water in H\textsubscript{2} at \( T = 310 \) K and \( P = 400 \) bar with the TIP5P/Ew model to be 478 ppm.

The helium void fraction (\( \phi_{\text{He}} \)) of each zeolite is calculated using the Widom’s test particle insertion method [76] using the RASPA software package [79, 90]. In this chapter, the reported helium void fractions are computed for zeolites with the lowest Si/Al ratio in the presence of Na\textsuperscript{+} cations. The geometrical properties of the zeolite structures i.e., PLD, LCD, accessible surface area (ASA) are calculated using the Zeo++ software package [223, 224].

4.3. RESULTS AND DISCUSSION

4.3.1. EFFECT OF THE SI/AL RATIO

In Figure 4.3, the adsorption selectivities of the FAU-, MOR-, MFI-, FER-, CHA-, and LTA-type zeolites for water is shown for a water/H\textsubscript{2} mixture with 12.3 ppm water content at \( P = 875 \) bar and \( T = 310 \) K as a function of the Si/Al ratio of the framework. As expected, for all structures the adsorption selectivity is increasing as the Si/Al ratio decreases. This is due to the increasing hydrophilicity of the structure. The FAU-, CHA-, and LTA-type zeolites show preferential adsorption for water (\( S_{\text{H}_2\text{O},\text{H}_2} > 50\% \)) only for relatively high Al contents, i.e., Si/Al < 4. Figure 4.3 also shows that the difference in the adsorption selectivities of MFI-type zeolites that can be experimentally synthesized (i.e., Si/Al = 9.3 [284]) with the theoretical ones having low Si/Al ratios (> 8) can be as high as 60\%. This clearly indicates that progress in the synthesis techniques of zeolites allowing for the creation of structures with high Al content would be beneficial for high-pressure H\textsubscript{2} drying.

To obtain a better understanding of the adsorption mechanism, the preferred adsorption sites of water and H\textsubscript{2} are identified based on the computed density plots. The simulation box is divided into a 3D grid and the number of H\textsubscript{2}O, H\textsubscript{2}, and Na\textsuperscript{+} at the grid points is calculated from 200 simulation snapshots. The number of occurrences of each species in the snapshots are summed along the z-axis of the grid and normalized
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Figure 4.3: The adsorption selectivity of FAU-, MOR-, MFI-, FER-, CHA-, and LTA-type zeolites for water from a water/H₂ mixture with 12.3 ppm water content as a function of the Si/Al ratio of the framework, at \( P = 875 \) bar and \( T = 310 \) K. The error bars are smaller than the symbol size.

Figure 4.4a and 4.4b, the normalized densities of \( \text{H}_2\text{O}, \text{H}_2, \text{and Na}^+ \) on MFI-type zeolite without Al, and with the lowest possible Si/Al ratio, respectively, are shown on the xy plane for a system at \( P = 875 \) bar, \( T = 310 \) K, and \( y_{\text{H}_2\text{O}} = 12.3 \) ppm. MFI-type zeolites consist of straight and zig-zag channels connected via intersections. These characteristics can be identified in Figure 4.4c: the straight channels are perpendicular to the xz plane and the zigzag channels are located in the xz plane [18]. From Figure 4.4a (Si/Al ratio \( \rightarrow \infty \)), it becomes clear that practically only \( \text{H}_2 \) (black color) is adsorbed on the zeolite. This is caused by the highly hydrophobic nature of the pores due to the absence of Al atoms. As shown clearly, \( \text{H}_2 \) molecules are absorbed in all pores, having a slightly higher occurrence at the center of the intersection of the straight and zigzag channels than at the other parts of the zeolite. From Figure 4.4b (Si/Al ratio = 2), it can be observed that practically only water molecules (red color) are adsorbed. This is expected due to the high Al content of the structure. In Figure A.1 of the Appendix, the radial distribution functions (RDFs) are shown for the oxygen atoms of the water molecules with the Na⁺ cations on MOR-, MFI-, LTA-, and FAU-type zeolites having the lowest possible Si/Al ratio. In Figures 4.4b and A.1 of the Appendix, it can be observed that the water molecules are preferentially adsorbed near the wall of
the zeolite and around the Na\(^+\) cations.

In Figures 4.4d and 4.4e, the normalized densities of H\(_2\)O, H\(_2\), and Na\(^+\) on MOR-type zeolite without Al, and with the lowest possible Si/Al ratio are shown, respectively, on the xy plane for a system at \(P = 875\) bar, \(T = 310\) K, and \(y_{\text{H}_2\text{O}} = 12.3\) ppm. As shown in Figure 4.4f, in MOR-type zeolites two characteristic parts can be identified, i.e., the large main channels formed by the 12-membered rings which are located along the z-
axis, and the small side pockets connected to the main channels by 8-membered rings located along the y-axis. As expected, on the pure Si structure (see Figure 4.4d) only H₂ is adsorbed because of its hydrophobic nature. H₂ molecules are adsorbed throughout the structure with a slightly higher occurrence at the walls of the main channel. As shown in Figure 4.4e, considerably more water than H₂ is adsorbed \((S_{H₂O,H₂} = 88 \%)\) on MOR-type zeolite with the lowest Si/Al ratio. The adsorbed H₂ molecules are preferentially located at the intersection of the main channel and at the 8-membered ring connecting the main channels to the side pockets. The different adsorption location of the H₂ molecules is caused by the presence of the water and the Na⁺ cations in the structure. The water molecules are clustered around the Na⁺ cations which are located at the center of the main channels and side pockets. This is further substantiated from Figure A.1 of the Appendix in which the RDFs are shown for the oxygen atoms of the water molecules with the Na⁺ cations on MOR-type zeolite having the lowest Si/Al ratio.

In Figures 4.4g and 4.4h, the normalized densities of H₂O, H₂, and Na⁺ on LTA-type zeolite without Al and with the lowest Si/Al ratio are shown on the xy plane at \(P = 875 \text{ bar}, T = 310 \text{ K}, \text{ and } y_{H₂O} = 12.3 \text{ ppm}\). As shown in Figure 4.4i, the LTA-type zeolite consists of small sodalite cages connected to each other by 4-membered rings. The void space between the sodalite cages is called the alpha cage. The alpha cages are connected to each other by 8-membered rings and are larger than the sodalite cages. Similarly to MFI- and MOR-type zeolites, only H₂ is adsorbed on the pure Si LTA-type zeolite (see Figure 4.4g). The H₂ molecules are adsorbed both at the sodalite and alpha cages of the LTA-type zeolite with a preference towards the center of the alpha cage. As expected, considerably more water than H₂ is adsorbed on the LTA-type zeolite having the lowest Si/Al ratio due to the hydrophilicity of the structure (see Figure 4.4h). From Figure 4.4h, it can be observed that H₂ is preferentially adsorbed at the center of the alpha cage and in the sodalite cages. The water molecules are clustered around the Na⁺ ions which are located near the center of the alpha cages. This is further substantiated in the respective RDF shown in Figure A.1 of the Appendix.

In Figures 4.4j and 4.4k, the normalized densities of H₂O, H₂, and Na⁺ on FAU-type zeolite without Al, and with the lowest Si/Al ratio are shown on the xy plane for a system at \(P = 875 \text{ bar}, T = 310 \text{ K}, \text{ and } y_{H₂O} = 12.3 \text{ ppm}\). As shown in Figure 4.4l, similar to LTA-type zeolite, FAU-type zeolite consists of sodalite cages, with the difference that the cages of FAU are connected by 6-membered instead of 4-membered rings. The alpha cages of FAU-type zeolite are similar in size to the LTA-type zeolite but are connected to the each other by 12-membered rings instead of 8-membered rings. Similarly to the other investigated zeolites, only H₂ is adsorbed on the pure Si FAU-type zeolite (see Figure 4.4j). H₂ molecules have the same preferential adsorption site on the
pure Si FAU-type zeolite as on LTA-type zeolite, i.e., at the center of the alpha cage. As expected, considerably more water than H\(_2\) is adsorbed on the FAU-type zeolite with the lowest Si/Al ratio due to the hydrophilicity of the structure (see Figure 4.4k). From Figure 4.4k, it can be observed that H\(_2\) is preferentially adsorbed at the center of the alpha cage. The distribution of water molecules is similar to the one observed in the LTA structures. The clustering of water molecules around the Na\(^+\) ions which are located around the center of the sodalite and alpha cages can be also observed from the respective RDFs shown in Figure A.1 of the Appendix.

MFI- and MOR-type zeolites can be saturated by the adsorption of water around the Na\(^+\) cations leaving no available space for the adsorption of H\(_2\). Due to their higher accessible volume, LTA- and FAU-type zeolites are not saturated by water, and thus, H\(_2\) can be adsorbed at its preferential adsorption location. This shows that the presence of the nonframework Na\(^+\) cations is advantageous for the adsorption selectivity of zeolites for water. The Na\(^+\) cations occupy significant amount of pore space and promote the adsorption of water which further limits the available space for the adsorption of H\(_2\). Therefore, for high-pressure H\(_2\) drying, zeolites with high Na\(^+\) (Al) content are preferred. These findings suggest that the adsorption selectivity of Al containing structures for water is correlated to the available free space in the pores containing nonframework Na\(^+\) cations.

### 4.3.2. Screening of Zeolites for High-Pressure H\(_2\) Drying

In Figure 4.5, the computed adsorption selectivities of water (S\(_{H_2O,H_2}\)) for each investigated zeolite structure for 12.3 ppm and 478 ppm water contents at \(P = 400\) and 875 bar, and \(T = 310\) K are shown as a function of the helium void fraction (\(\phi_{He}\)). It is clear that structures with low helium void fractions have high adsorption selectivity for water. This finding is in line with the observation that structures with less free space can be saturated with water, which is adsorbed close to the Na\(^+\) cations hindering the adsorption of H\(_2\). By comparing the adsorption selectivities calculated for the water/H\(_2\) mixtures with 12.3 ppm water content at \(P = 400\) (see Figure 4.5a) with the respective selectivities at \(P = 875\) bar (see Figure 4.5c), the effect of the fluid pressure can be observed. The average difference between the adsorption selectivities at the two pressures is ca. 2 %. This means that the pressure of the gas phase has limited effect on the adsorption selectivity. The effect of the water content of the H\(_2\) gas on the adsorption selectivity can be observed in Figures 4.5a and 4.5b, in which the adsorption selectivities are shown for water/H\(_2\) mixtures with 12.3 and 478 ppm water content at \(P = 400\) bar and \(T = 310\) K. The difference between the adsorption selectivities of a structure for the two water fractions can be up to 50 %. Evidently, the effect of the water content is only significant for structures with helium void fractions larger than 0.1. This is caused by the formation of water clusters in the larger pores of the struc-
Figure 4.5: The computed adsorption selectivities ($S_{H_2O,H_2}$) of the 218 zeolite structures for water at (a) $P = 400$ bar, $T = 310$, $y_{H_2O} = 12.3$ ppm, (b) $P = 400$ bar, $T = 310$, $y_{H_2O} = 478$ ppm, and (c) $P = 875$ bar, $T = 310$, $y_{H_2O} = 12.3$ ppm conditions as a function of the helium void fraction of the structures. The helium void fractions are calculated for zeolites containing Na$^+$ cations using Widom’s test particle insertion method [76]. The Si/Al ratio of each framework type is listed in Table S7 in the Supporting Information of Ref. [289]. The colors represent the Si/Al ratio of the structures.

Figure 4.6: RDFs are shown for the oxygen atoms of water molecules, H$_2$ molecules with Na$^+$ cations, and oxygen atoms of water molecules with Na$^+$ cations for FAU-, and BSV-type zeolites with Si/Al ratio = 1 at the three operating conditions: (a) and (d): $P = 400$ bar and $y_{H_2O} = 12.3$ ppm, (b) and (e): $P = 400$ bar and $y_{H_2O} = 478$ ppm, and (c) and (f): $P = 875$ bar and $y_{H_2O} = 12.3$ ppm. In all cases, the water molecules are clustered around the Na$^+$ cations as indicated by the strong peaks in the RDFs. From Figures 4.6a and 4.6c, it can be observed that the calculated RDFs are almost identical. This observation is in line with our finding presented earlier, i.e. the pressure of the gas phase has a negligible effect on the selectivity of the zeolite for water. By comparing the RDFs calculated for water content of 12.3 ppm and 478 ppm, it can be observed that water molecules are less likely to cluster around Na$^+$ cations and more probable to form water clusters at higher water content of the gas phase. This phenomenon cannot be observed for BSV-type zeolite (Figures 4.6d, 4.6e, and 4.6f) which has smaller pores than FAU-type zeolite. The RDFs calculated for the BSV-type zeolite are almost identical at all investigated operating conditions (see (Figures 4.6d, 4.6e, and 4.6f)). This is due to the small size of the pores which are saturated with water at all conditions investigated.

Apart from the adsorption selectivity for water, the size of the system used for H$_2$ drying also plays an important role. Therefore, in this chapter the volume of the H$_2$ gas that can be dried by 1 dm$^3$ of zeolite structure ($V_{H_2}$) is considered as a criterion to identify potential zeolites for the drying of high-pressure H$_2$ gas. In Figure 4.7, the
Figure 4.6: The radial distribution functions for the oxygen atoms of water molecules (black), H$_2$ molecules with Na$^+$ cations (red), and oxygen atoms of water molecules with Na$^+$ cations (blue). (a) FAU-type zeolite at $P = 400$ bar, $T = 310$ K, and $y_{H_2O} = 12.3$ ppm, (b) FAU-type zeolite at $P = 400$ bar, $T = 310$ K, and $y_{H_2O} = 478$ ppm, (c) FAU-type zeolite at $P = 875$ bar, $T = 310$ K, and $y_{H_2O} = 12.3$ ppm, (d) BSV-type zeolite at $P = 400$ bar, $T = 310$ K, and $y_{H_2O} = 12.3$ ppm, (e) BSV-type zeolite at $P = 400$ bar, $T = 310$ K, and $y_{H_2O} = 478$ ppm, and (f) BSV-type zeolite at $P = 875$ bar, $T = 310$ K, and $y_{H_2O} = 12.3$ ppm. The Si/Al ratio of BSV- and FAU-type zeolites are 1.0.

volume of H$_2$ gas that can be dried by 1 dm$^3$ of zeolite at $P = 400$ and 875 bar and $T = 310$ K is shown as a function of the helium void fraction. It can be observed that the $V_{H_2}$ is nearly twice as high at $P = 400$ bar (see Figure 4.6a) compared to $P = 875$ bar (see Figure 4.6c). This difference is mainly caused by the different density of H$_2$ at the two conditions ($\rho_{H_2} = 25.2$ and 44.6 kg m$^{-3}$, at $T = 310$ K and $P = 400$, and 875 bar, respectively). The amount of H$_2$ gas that can be dried is increasing with the helium void fraction. However, the adsorption selectivity of the structures with $\phi_{He} > 0.1$ tends to be lower than 85 %. This means that a significant amount of H$_2$ is also adsorbed on the zeolite which is undesirable for H$_2$ storage applications. To identify promising zeolites for the drying of high-pressure H$_2$, only structures with adsorption selectivity higher than 99 % are considered. Moreover, to ensure that water molecules can diffuse along the structure and adsorb, only structures with PLDs larger than the kinetic diameter of water ($d_{\text{kinetic}} = 2.65$ Å) are considered. Based on these criteria, the five best performing structures are identified for each studied condition. The identified frameworks for the drying of H$_2$ with 12.3 ppm water content at $P = 400$ and $P = 875$ bar are almost identical, i.e. BSV-, ASV-, PON-, and MFI-type zeolites. Additionally, at $P = 400$ and $P = 875$ bar, STO- and the AFN-type zeolites are identified, respectively.
For drying H₂ gas having 478 ppm water content at P = 400 bar, ITT-, SBE-, SBS-, FAU-, and SBT-type zeolites are found to be the best. In Figure 4.8, atomistic representations of the best performing structures are shown.

In Table 4.1, the 11 best performing structures and their helium void fraction, PLD, LCD, ASA, adsorption selectivities, and the volume of H₂ that 1 dm³ of structure can dry are listed. The zeolites identified for the drying of H₂ gas with 12.3 ppm water content have helium void fractions in the range from 0.01 to 0.07. In contrast, all of the identified structures at the higher water content have helium void fractions larger than 0.26. This difference is caused by the higher adsorption selectivity of zeolites with more free space (φ_{He} > 0.1) at higher water content (see Figures 4.5a and 4.5b). For example,
the adsorption selectivity of ITT-type zeolite (which has a $\phi_{\text{He}} = 0.33$) for water is 58.8 \% at $P = 400$ bar and $y_{\text{H}_2\text{O}} = 12.3$ ppm while it is 99.4 \% at $P = 400$ bar and $y_{\text{H}_2\text{O}} = 478$ ppm. A similar tendency can be observed for the structures which were identified for the case of $y_{\text{H}_2\text{O}} = 478$ ppm. The ASA of the structures shows the same trend as the helium void fraction. The structures identified for the case of the lower water content have consistently lower ASA than the ones identified for $P = 400$ bar and $y_{\text{H}_2\text{O}} = 478$ ppm. It can be also observed that the LCD of the structures identified for the case of higher water content is on average twice as large as of the structures identified for the conditions with the lower water contents. This is in line with the finding that water
clusters can be formed in the larger pores of the zeolites for higher water content. It can be seen that the identified zeolite structures can be used to dry 400 - 8 000 times their own volume of H$_2$ gas depending on the operating conditions.
Table 4.1: List of zeolites that are identified as the most promising structures for high-pressure H$_2$ drying. The reported properties are: helium void fraction ($\phi_{\text{He}}$), pore limiting diameter (PLD), largest cavity diameter (LCD), accessible surface area (ASA), adsorption selectivity ($S_{\text{H}_2\text{O,H}_2}$), and the volume of H$_2$ that 1 dm$^3$ of structure can dry ($V_{\text{H}_2}$).

<table>
<thead>
<tr>
<th>Name</th>
<th>Si/Al ratio</th>
<th>$\phi_{\text{He}}$</th>
<th>PLD/ LCD/ ASA/</th>
<th>$P = 400$ bar $y_{\text{H}_2\text{O}} = 12.3$ ppm</th>
<th>$P = 400$ bar $y_{\text{H}_2\text{O}} = 478$ ppm</th>
<th>$P = 875$ bar $y_{\text{H}_2\text{O}} = 12.3$ ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[Å]</td>
<td>[Å] [Å] [m$^2$ cm$^{-3}$]</td>
<td>$S_{\text{H}_2\text{O,H}<em>2}$/[%] $V</em>{\text{H}_2}$/[dm$^3$]</td>
<td>$S_{\text{H}_2\text{O,H}<em>2}$/[%] $V</em>{\text{H}_2}$/[dm$^3$]</td>
<td>$S_{\text{H}_2\text{O,H}<em>2}$/[%] $V</em>{\text{H}_2}$/[dm$^3$]</td>
</tr>
<tr>
<td>BSV</td>
<td>1.0</td>
<td>0.01</td>
<td>3.44 4.77</td>
<td>1367 100 8298</td>
<td>100 247</td>
<td>100 4917</td>
</tr>
<tr>
<td>ASV</td>
<td>1.0</td>
<td>0.01</td>
<td>4.03 4.95</td>
<td>1112 100 8166</td>
<td>100 225</td>
<td>100 4702</td>
</tr>
<tr>
<td>PON</td>
<td>1.0</td>
<td>0.03</td>
<td>3.9 4.5</td>
<td>1147 100 7629</td>
<td>100 234</td>
<td>100 4383</td>
</tr>
<tr>
<td>MFI</td>
<td>2.0</td>
<td>0.06</td>
<td>4.3 5.94</td>
<td>1272 99.4 6896</td>
<td>100 219</td>
<td>99.2 4131</td>
</tr>
<tr>
<td>STO</td>
<td>1.5</td>
<td>0.07</td>
<td>5.61 6.4</td>
<td>888 99.5 6475</td>
<td>100 195</td>
<td>99.3 3822</td>
</tr>
<tr>
<td>AFN</td>
<td>1.0</td>
<td>0.04</td>
<td>3.08 4.75</td>
<td>1249 99.4 6927</td>
<td>100 228</td>
<td>98.7 4185</td>
</tr>
<tr>
<td>ITT</td>
<td>1.6</td>
<td>0.33</td>
<td>11.6 12.77</td>
<td>1598 58.8 5899</td>
<td>99.4 452</td>
<td>56 3852</td>
</tr>
<tr>
<td>SBE</td>
<td>1.0</td>
<td>0.26</td>
<td>6.83 12.1</td>
<td>1572 80 9078</td>
<td>99.4 430</td>
<td>84.1 6459</td>
</tr>
<tr>
<td>SBS</td>
<td>1.0</td>
<td>0.26</td>
<td>6.87 10.98</td>
<td>1618 85.4 10766</td>
<td>99.8 430</td>
<td>86.9 6887</td>
</tr>
<tr>
<td>FAU</td>
<td>1.0</td>
<td>0.29</td>
<td>6.95 10.7</td>
<td>1488 77.1 9008</td>
<td>99.4 427</td>
<td>79.3 5980</td>
</tr>
<tr>
<td>SBT</td>
<td>1.0</td>
<td>0.27</td>
<td>6.94 10.4</td>
<td>1629 84.5 10683</td>
<td>99.8 427</td>
<td>86.1 6758</td>
</tr>
</tbody>
</table>
4.4. Conclusions

The performance of 218 zeolites is investigated for the drying of high-pressure H₂ gas. The effect of the Si/Al ratio on the adsorption selectivity of 6 zeolite structures for water is also studied. We show that structures with the lowest possible Si/Al ratio have the highest adsorption selectivity for water. To obtain a better understanding of the adsorption mechanism, the preferred adsorption sites of H₂ and water on MFI-, MOR-, LTA-, and FAU-type zeolites without Al and with the lowest Si/Al ratio are investigated. It is shown that in the structures with high Al content, water is adsorbed close to the Na⁺ cations. For structures with small free space (MFI- and MOR-type zeolites), the structures are saturated by water molecules, thus, hindering the adsorption of H₂. On the structures with larger pores (FAU- and LTA-type zeolites), water cannot saturate the pores, thus, H₂ can also be adsorbed. The adsorption selectivities of the 218 structures with the lowest Si/Al ratio are computed at three operating conditions relevant to high-pressure H₂ drying: (1) \( P = 400 \text{ bar}, \ T = 310 \text{ K}, \ y_{\text{H}_2\text{O}} = 12.3 \text{ ppm} \), (2) \( P = 400 \text{ bar}, \ T = 310 \text{ K}, \ y_{\text{H}_2\text{O}} = 478 \text{ ppm} \), and (3) \( P = 875 \text{ bar}, \ T = 310 \text{ K}, \ y_{\text{H}_2\text{O}} = 12.3 \text{ ppm} \). It is shown that the gas pressure has only limited effect on the adsorption selectivity of zeolites. In sharp contrast, the water content of the H₂ gas has a significant effect on the adsorption selectivity of zeolites with \( \phi_{\text{He}} > 0.1 \). This phenomenon is caused by water clustering in larger pores. The five most promising zeolites based on the volume of H₂ that can be dried by 1 dm³ of zeolite, the PLD, and the adsorption selectivity of the structure are identified at each studied operating condition. It is shown that at low water concentration in the gas phase, structures with helium void fractions smaller than 0.07 are preferred. The structures identified in case of high water content have helium void fractions larger than 0.26. The structures identified for lower water content have consistently lower accessible surface area than the ones identified for \( P = 400 \text{ bar} \) and \( y_{\text{H}_2\text{O}} = 478 \text{ ppm} \). It is also shown that the largest cavity diameters of the structures identified for high water content (478 ppm) are on average twice as large as for the structures identified for low water content (12.3 ppm). Our findings indicate that the volume of H₂ that can be dried by zeolites can be up to 8 000 times the volume of the zeolite framework. To date, most types of zeolites have not been synthesized with the highest possible Al content [283]. For example, MFI-type zeolite can be synthesized [284] for Si/Al ratio 9.3, which is considerably higher than the theoretical minimum (i.e. Si/Al ratio = 2). We show that the difference in the adsorption selectivities of the already synthesized MFI-type zeolites (Si/Al ratio = 9.3) with the ones having low Si/Al ratios can be as high as 60%. Our findings indicate that the development of new synthetic pathways allowing for the creation of zeolites with high Al content would be beneficial for high-pressure H₂ drying.
5

Adsorption Mechanism of TCP on High-Silica Zeolites Causing S-Shaped Adsorption Isotherms


The experiments presented in this chapter were performed by N. Jiang, R. Shang, S. G. Heijman, and L. C. Rietveld.
5.1. INTRODUCTION

In the process of organic micropollutant (OMP) adsorption from water on solid adsorbents, the adsorption isotherm describes the relation between the equilibrium concentration of OMPs in water and the adsorption loading of OMPs on the solid adsorbents. Giles et al. [296] have divided the types of adsorption isotherms into the four groups as shown in Figure 5.1. The C-shaped adsorption isotherm (Figure 5.1a) describes a linear increase of OMP adsorption loading with the equilibrium concentration of OMPs in water, which is often used for a narrow range of OMP concentrations or for very low OMP content, i.e., from a few ng L$^{-1}$ to several µg L$^{-1}$ [297]. When the adsorbent has a limited number of adsorption sites, a plateau in the adsorption isotherm appears after a specific equilibrium concentration of OMPs and above, suggesting the saturation of the adsorbent. This results in the L-shaped (Figure 5.1b) and H-shaped (Figure 5.1c) isotherms. The steeper increase of OMP adsorption loading in the H-shaped isotherms compared to the L-shaped ones indicates that the zeolites exhibiting H-shaped isotherms have a higher affinity for OMPs. In some adsorption processes, the isotherms exhibit a characteristic S-shape (Figure 5.1d) [298]. This shape can be attributed to the higher attraction between OMPs at the surface of the adsorbent or to a complexation reaction of the metallic species of OMPs with ligands in water [297–299]. In general, the occurrence of S-shaped isotherms indicates the unfavorable OMP adsorption at low equilibrium concentrations.

Traditionally, the adsorption of OMPs on adsorbents is mostly obtained from batch experiments. It has been observed in several experimental studies that the adsorption of various OMPs from aqueous solutions on high-silica zeolites results in different types of adsorption isotherms. The adsorption of hydroxycinnamic acids, i.e., p-coumaric acid and ferulic acid, on high-silica zeolites were studied by Simon et al. [300]. At the equilibrium concentration range of 0 – 1 g L$^{-1}$, BEA-type zeolite showed H-shaped isotherms, while FAU-type zeolites gave L-shaped isotherms, indicating that BEA zeolites, having smaller pore sizes, have a higher affinity for the hydroxycinnamic acids than FAU-type zeolites. The plateaus in both isotherms have been attributed to the saturation of the micropores of the zeolites with hydroxycinnamic acids.

Zhang et al. [301] studied 2,4,6 trichlorophenol (TCP) adsorption on FAU-type zeolites. At an equilibrium concentration of 0 – 30 mg L$^{-1}$, a C-shaped adsorption isotherm was obtained. TCP is an organic compound widely used for the production of industrial products, e.g., fungicide and herbicide. As a result, TCP has been repeatedly reported to occur in water bodies [302–304] as an important OMP. Although the adsorption experiments can be used to design or optimize zeolite-based adsorbents for the removal of OMPs from water, these experiments do not provide any information on the exact
adsorption mechanisms [305]. To that end, molecular simulation provides the necessary atomistic resolution needed to promote the deeper understanding of the governing physical-chemical mechanisms in adsorption equilibrium, and to further guide adsorption experiments. In this chapter, the adsorption of TCP from water on high-silica FAU-type zeolites is studied by means of both adsorption experiments and MC simulation. FAU-type zeolites were chosen due to their large pore size and amount of micropores, which is shown to have a high adsorption loading for various OMPs [306–308]. The schematic representation of the framework of FAU-type is shown in Figure 5.2.

In batch experiments of TCP adsorption on high-silica FAU-type zeolites, an S-shaped adsorption isotherm was obtained. To the best of our knowledge, this is the first time that an S-shaped isotherm has been reported for the adsorption of OMPs on high-silica zeolites. In this context, MC simulations were carried out to investigate the adsorption mechanisms of the occurring S-shaped isotherm. Moreover, this is also one of the very few MC simulation studies reporting the adsorption of organics from water on high-silica zeolites [311, 312]. To understand the adsorption mechanism, causing
the S-shaped adsorption isotherm, the experimentally measured and the computed adsorption isotherms were compared qualitatively. The relation between the amount of Al content in FAU-type zeolites and the occurrence of S-shaped isotherms was also discussed.

This chapter is organized as follows: In Section 5.2, the experimental and computational methods for the measurement and computation of the adsorption isotherms are discussed. The experimental work was carried out by Dr. Nan Jiang. In Section 5.3, the experimental and computation results are compared and the adsorption mechanism of TCP is investigated. In Section 5.4, the conclusions of this chapter are summarized.

5.2. MATERIALS AND METHODS

5.2.1. MATERIALS

TCP standards for chromatography analyses were purchased from Sigma-Aldrich, the Netherlands. The basic physico-chemical properties of TCP are listed in Table 5.1.

High-silica zeolite powders of FAU-type framework were provided by suppliers. The names, suppliers and Si/Al ratios of zeolites are listed in Table 5.2.
5.2.2. Adsorption Experiments

Batch adsorption experiments were conducted in demineralized water. The FAU-type zeolites (30 mg L$^{-1}$) were dosed in the 100 ml TCP aqueous solution with the TCP concentrations ranging from 0 to 50 µmol L$^{-1}$. After an equilibrium time of 24h at room temperature (25±1 °C), the zeolites were separated from the TCP solution by membrane filtration (0.2 µm syringe filter, Whatman SPARTAN®). This equilibrium time is expected to be sufficient, as shown by Zhang et al. [301], who measured the adsorption of TCP on FAU30.

5.2.3. High Performance Liquid Chromatography (HPLC) Analysis

The concentration of filtrated TCP solution was determined by HPLC (Shimadzu, Japan) with a C18 column (Phenomenex® KINETEX, 4.6mm) at 30 °. HPLC-grade acetonitrile (Sigma-Aldrich, the Netherlands) and ultra-pure water (Milli-Q ultra-pure water system) were mixed as the mobile phase with a ratio of 65:35 (v:v). The flow rate of the mobile phase was 1.0 ml min$^{-1}$. The wavelength of the UV detector was set at 280 nm.

5.2.4. Monte Carlo Simulations

Force Fields

The force field parameters for TCP, water and zeolites were taken from the Generalized Amber Force Field (GAFF) [314], Extended Single Point Charge (SPC/E) [315] and Clay Force Field (ClayFF) [316] models, respectively. The choice of these force fields is based on the study by Narasimhan et al. [317] in which it was shown that a similar force field combination was able to reproduce experimental results of the adsorption of paracresol and water onto MFI-type zeolite reasonably well. As discussed earlier, the adsorption isotherms computed from MC simulations were used only to obtain physical insight into the adsorption mechanisms. To this end, no modifications in the force fields or cross interactions parameters between the different species were applied to achieve better agreement with the experimental measurements. Moreover, exhaustive simulations using various other force field combinations was also not the scope of this chapter. All the force field parameters used in this chapter are listed in Tables A.8, A.9, and A.10 of the Appendix.

Simulation Details

All MC simulations were carried out using the Cassandra open source software package V1.2 [318]. In the Cassandra software package the chemical potential, which is imposed in the GCMC simulations is shifted with a value containing the isolated molecule partition functions of the molecules which are inserted in the simulation box. To be
able to convert this shifted chemical potential to equilibrium concentration additional simulations are performed. In these simulations the shift in the chemical potential is calculated based on simulations of TCP as an ideal gas in the GC ensemble. To convert the chemical potential to concentration, the excess chemical potential of TCP in water is calculated using the Continuous Fractional Component Monte Carlo (CFCMC) method [89, 274, 292]. The details of the applied method are shown in Section S2 in the Supporting Information of Ref. [1].

Short-range van der Waals interactions were considered by the (12-6) Lennard-Jones potential. For the mixed pair potentials the Lorentz-Berthelot mixing rules [77] were used. Long-range electrostatic interactions were considered by the Ewald summation method [76] with a relative precision of $10^{-5}$. For the LJ and electrostatic interactions a cutoff radius of 14 Å with analytic tail correction was applied. In all simulations, 8 unit cells per simulation box (a 2x2x2 supercell) were used and periodic boundary conditions were imposed in all direction. The zeolite framework was considered rigid in all simulations. This approach is often being applied in simulations of nanoporous materials to prevent the necessity of excessive computational efforts [95]. Zeolite frameworks with specified Si/Al ratios were created based on the structures reported by Hriljac et al. [281]. The desired Si/Al ratios were achieved by randomly exchanging silicon atoms with aluminum atoms while obeying Löwnestein’s rule which states that the Al – O – Al bonds are prohibited in zeolites [281]. The number of sodium atoms were adjusted in accordance to the number of aluminum atoms to ensure the charge-neutrality of the framework. The sodium atoms were fixed at their crystallographic position in order to simplify the simulation scheme. It is important to note that the choice of fixing the sodium or allowing it to move in the zeolite framework may vastly affect the computed adsorption isotherms as shown by Calero et al. [98] for alkane adsorption onto FAU-type zeolites. The effect of fixing the sodium ion to the framework has not yet been studied in MC simulations of adsorption from the liquid phase. Thus, further investigation is needed to show the exact magnitude of this effect on the computed adsorption isotherms.

To obtain the adsorption isotherms, Configurational-Bias Monte Carlo (CBMC) simulations in the grand-canonical ($\mu VT$) ensemble (GCMC) were performed [76, 77, 90]. The following types of trial moves were used: translations ($\sim12\%$), rotations ($\sim12\%$), partial regrowth ($\sim10\%$) and molecule exchanges with the reservoir ($\sim66\%$). In all MC simulations, an equilibration period of 5 000 000 MC steps was performed. After the equilibration, production runs of 15 000 000 MC steps were carried out, from which ensemble averages were calculated. The MC simulations were performed for the FAU250, FAU50, FAU40 and FAU30 frameworks. The Si/Al ratios and the number of Al atoms in the framework are listed in Table 5.3. The simulated zeolite frameworks
Table 5.3: The list of the FAU-type zeolite frameworks used in the MC simulations.

<table>
<thead>
<tr>
<th>Name</th>
<th>Si/Al ratio in simulated box</th>
<th>Number of Al atom in the framework</th>
<th>Number of Super/Sodalite cages</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAU250</td>
<td>255</td>
<td>6</td>
<td>64/64</td>
</tr>
<tr>
<td>FAU50</td>
<td>50</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>FAU40</td>
<td>41</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>FAU30</td>
<td>30</td>
<td>50</td>
<td></td>
</tr>
<tr>
<td>FAU5</td>
<td>9</td>
<td>156</td>
<td></td>
</tr>
</tbody>
</table>

cover a wider Si/Al range compared to the batch experiments. The Si/Al in simulations was in the range 5 - 250, while in experiments was in the range 30 - 250.

5.3. RESULTS AND DISCUSSION

5.3.1. TCP ADSORPTION ON FAU-TYPE ZEOLITES: EXPERIMENTAL AND SIMULATION RESULTS

The experimental results of TCP adsorption isotherms on FAU-type zeolites with varying Al content are shown in Figure 5.3. The adsorption isotherms of TCP on FAU250, FAU50 and FAU40 had an S shape, while the adsorption isotherm of FAU30 did not reach a plateau in the experimental concentration range. It is assumed that the observed adsorption isotherm was the beginning stage of S-shaped isotherm and the maximum adsorption loading of TCP on FAU30 will be achieved with the increase of TCP equilibrium concentration. As observed from the adsorption plateaus of S-shaped isotherms, the maximum adsorption loading of TCP on FAU250, FAU50 and FAU40 followed the order FAU250 > FAU50 > FAU40. This indicates that TCP adsorption on FAU-type zeolites, including the TCP loading and the shape of the adsorption isotherms, was driven by the Si/Al ratio of the zeolite. In the studied equilibrium concentration range of 0 – 20 µmol L⁻¹ the highest TCP adsorption loading on FAU30 was less than 400 µmol g⁻¹.

In Figure 5.4, the simulated adsorption isotherms of TCP on FAU-type zeolites with varying Al contents are shown. The simulated adsorption isotherms of all five FAU-type zeolites, including FAU5 (which was not tested in batch experiments), were S-shaped. The adsorption loadings of TCP on FAU-type zeolites followed the same order as in the experiments: FAU250 > FAU50 > FAU40 > FAU30 > FAU5. As can be observed in Figure 5.4, the adsorption isotherms for FAU250 and FAU50 computed from MC simulations exhibited almost identical maximum loading to the respective experimentally measured isotherms. By incorporating more Al atoms in the framework, the S-shape of the adsorption isotherms became less pronounced. This is also in line with
the experimental measurements shown in Figure 5.3, indicating that MC simulations captures the effect of Si/Al ratio on the shape of the adsorption isotherm.

The adsorption loading of TCP on FAU40 was overestimated in the simulation, showing a deviation of \(\sim 300 \text{ mg g}^{-1}\) from experimental results. The simulated adsorption isotherms of FAU30 zeolites was S-shaped with a maximum TCP loading of \(\sim 1200 \text{ mg g}^{-1}\) (Figure 5.4), while the adsorption loading of FAU30 obtained from experiments was \(\sim 400 \text{ mg g}^{-1}\), which is observed from an C-shaped isotherm without adsorption plateau (Figure 5.3). The equilibrium concentration at which the adsorption step occurs in the isotherms computed from MC simulations is not as pronounced as in the experimentally measured ones, and moreover, it seems to deviate quite significantly.

The possible reason for the discrepancies between experiments and MC
simulations is the force fields representing the adsorbent and adsorbates, as well as the fact that sodium ions are fixed in the crystal structure. Since there were no prior MC simulations of the co-adsorption of water and TCP on zeolites, the force fields representing water, TCP and zeolites were chosen based on the study by Narasimhan et al. [317], where the adsorption of water and paracresol onto MFI zeolites was studied. As stated earlier, no modification or refitting of the individual force fields was performed here. However, such modifications to improve the accuracy of the simulations, can be realized in several ways: e.g., by optimizing the Lennard-Jones parameters or atomic charges, by explicitly including polarization effects, and by modifying the intermolecular interactions between Al atoms and the adsorbates. Although such modifications may give a better agreement between the simulation and experimental results, their implementation requires significant computational effort which is out of the scope of this chapter.

5.3.2. Adsorption mechanisms behind the S-shaped adsorption isotherms

Since the adsorption isotherms for FAU250 computed from MC simulations exhibited almost identical maximum loadings compared to the experimentally measured adsorption isotherms, the MC simulation results of FAU250 were further used to understand the adsorption mechanisms of S-shaped adsorption isotherm. In Figure 5.5, the average number of adsorbed TCP molecules in the alpha cages of FAU250 are plotted as a function of the equilibrium concentration of TCP. The number of adsorbed TCP molecules increased with the increase of TCP equilibrium concentration and the S-shaped curves is observed from Figure 5.5. The S-shaped curves were qualitatively characterized by a division of three stages. At the low coverage range (equilibrium concentration < 0.15 µmol L\(^{-1}\)), a minimal amount of TCP molecules (close to 0) were adsorbed on the FAU250 zeolites. There were 0 to 1 TCP molecules adsorbed in the alpha cages. The average number of adsorbed TCPs considerably increased at the transition stage (equilibrium concentration of 0.15 to 10 µmol L\(^{-1}\)). At the stage of high coverage (equilibrium concentration > 10 µmol L\(^{-1}\)), the maximum number of adsorbed TCP is observed from the plateau.

As shown in Figure 5.5, the S-shaped curves are observed for both alpha cages without Al and alpha cages with Al, while the maximum number of adsorbed TCP in two types of alpha cages varied. An alpha cage provided accommodation to approximately 2 TCP molecules in Al containing cages, and 2.5 TCP molecules in the none-Al containing cage, respectively. In the alpha cages with no Al atom, a maximum of 3 TCP molecules could be adsorbed.

In Figure 5.6, adsorbed TCP and water molecules in an alpha cage without Al are
Figure 5.5: The number of adsorbed TCP molecules in the alpha cages of FAU250 zeolite computed from the MC simulations at $T = 298$ K.

Figure 5.6: The arrangements of TCP and water molecules in the pure Si alpha cages of the FAU250 zeolite: (a) 1 TCP, (b) 2 TCP, (c) 3 TCP molecule(s) per cage at TCP equilibrium concentration equal to (a) 4.6, (b) 77.6 and (c) 77.6 $\mu$mol L$^{-1}$. The characteristic distance between the center of mass of the benzene rings in the TCP molecules is shown as $d_1$.

shown. When 1 TCP molecule was adsorbed in the alpha cage, TCP preferably excluded the water molecules in between and was arranged close to the wall of the cage (Figure 5.6a). In the alpha cages with 2 or 3 adsorbed TCP molecules, less water molecules were adsorbed and the TCP molecules obtained a parallel configuration, with benzene rings facing each other (Figures 5.6b and 5.6c).

To obtain further information about the structure of adsorbed molecules in the framework, the radial distribution function (RDF) was calculated [76]. The RDF defines the relative probability of finding a particle at distance $r$ from another tagged particle.
RESULTS AND DISCUSSION

Figure 5.7: Radial distribution function (RDF) for the centers of mass of benzene rings in TCP molecules adsorbed on FAU250 at a TCP equilibrium concentration equal to 77.6 µmol L\(^{-1}\). The characteristic distance between two benzene rings is indicated by the first peak of the RDF around \(r = 3.7\) Å.

In Figure 5.7, the RDF between the center of mass of benzene rings on the FAU250 framework at TCP equilibrium concentration of 77.6 µmol L\(^{-1}\) is shown. From Figure 5.7, it is observed that the characteristic distance between two TCP molecules was \(~3.7\) Å, which is a typical packing distance between \(\pi\) - \(\pi\) stacked aromatic groups (3.4 Å - 3.8 Å). This is in line with literature [319, 320] as TCP molecules in aqueous solutions could experience \(\pi\) – \(\pi\) interactions, as a form of lateral interactions in the alpha cages. The lateral interaction considerably promoted TCP adsorption at the transition stage (Figure 5.5), and led to the S-shaped adsorption isotherm. This finding is in line with the work of Walton et al. [124], who attributed the steps in the adsorption isotherms for CO\(_2\) on metal-organic frameworks to the sudden clustering of CO\(_2\) molecules in the pores.

\(\pi\) - \(\pi\) interactions can occur between two TCP molecules originating from the unlocalized electrons of the benzene rings. The C – C \(\pi\) electrons of TCP molecules could shift from the center of the benzene ring due to electron donating of hydroxyl groups and electron withdrawing of chlorine atoms to the conjugated \(\pi\) electron. Thus, two TCP molecules could form a \(\pi\) - \(\pi\) interaction with an offset stacked conformation other than a perfect face-to-face alignment, as clearly shown from the simulation snapshots in Figure 5.6. In this conformation, most of the surface of TCP molecules were covered by each other and the \(\pi\) - \(\pi\) interaction between TCP molecules is expected to be strong [321]. Although there is no explicit term to account for the \(\pi\) - \(\pi\) interactions in the force fields used, the use of fixed-point charges can reproduce these interactions [322, 323] as shown by the characteristic distances and orientation of the TCP molecules in Figures 5.6 and 5.7.
5.3.3. **Effect of Water Adsorption on the Occurrence of S-shaped Adsorption Isotherms and TCP Adsorption**

In Figure 5.8, the number of adsorbed water molecules in alpha cages of FAU250 is plotted as a function of the equilibrium concentration of TCP. Figure 5.8 shows that the number of water molecules in the alpha cages of FAU250 decreased with equilibrium concentration of TCP. Al-containing cages had a higher number of adsorbed water molecules than the cages without Al. At higher equilibrium concentrations (> 77 µmol L⁻¹), about 8 water molecules per cage were adsorbed in the alpha cages with Al atom, while approximately 5 molecules per cage were adsorbed in the alpha cages without Al atom. Compared to water adsorption in sodalite cages (0 – 3 water molecules per cage, Figure 5.10), more water molecules were adsorbed in alpha cages (8 – 25 water molecules per cage, Figure 5.8). This can be attributed to the much less space inside sodalite cages than alpha cages [309].

The arrangements of the adsorbed water and TCP molecules in the Al-containing alpha cages are shown in Figure 5.9. The distance between hydrogen atoms from water and the oxygen atoms of zeolites, which are connected to Al atom, was computed to be 1.7 Å. In the Al-containing alpha cages with one TCP molecule adsorbed, a total number of 19 water molecules were adsorbed (Figure 5.9a), while 10 water molecules were adsorbed in the alpha cages with 2 adsorbed TCP molecules (Figure 5.9b). In the non Al-containing alpha cages, however, 14 water molecules were co-adsorbed along with one TCP molecule, and 3 water molecules were co-adsorbed along with two TCP molecules (Figure 5.6). This is in line with the results presented in Figure 5.9, where it is shown that more water molecules were adsorbed in the alpha cages with Al. The Al-containing alpha cages with 3 adsorbed TCP molecules were not found in the simulation box, since water molecules hinder the TCP adsorption due to the limited space.

![Figure 5.8: Number of adsorbed water molecules in the alpha cages of FAU250 zeolite with and without Al. The black and red color indicate the pure Si and Al containing alpha cages.](image-url)
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Figure 5.9: The arrangements of TCP and water molecules in Al containing alpha cages of the FAU250 zeolite. (a) 1 TCP molecule per cage at the equilibrium concentration equal to 4.6 µmol L\(^{-1}\) (b) 2 TCP molecules per cage at the equilibrium concentration equal to 77.6 µmol L\(^{-1}\).

Figure 5.10: Number of adsorbed water molecules in the pure Si and Al containing sodalite cages of the FAU250 zeolite. The black and red colors indicate the pure Si and Al containing sodalite cages.

In Figure 5.10, the number of adsorbed water molecules in sodalite cages of FAU250 zeolites is shown as a function of the equilibrium concentration of TCP. It can be observed that the adsorption of water in the sodalite cages is not affected by the equilibrium concentration of TCP. The sodalite cages with Al atom had an average number of approximately 1.5 water molecules per cage with a variation from 1 to 2 water molecules per cage, while the sodalite cages without Al atom exhibited almost no ability for water adsorption.

The RDF between the hydrogen atom from water and the oxygen atom connected
to Al atom of FAU250 zeolites was calculated to determine the structure of adsorbed water molecules on FAU250 zeolite. As shown in Figure 5.11a, one peak is observed at the distance of 1.7 Å, which is the typical H-bond length [324]. Thus, we can safely conclude that water molecules were being adsorbed on FAU-type zeolites by forming H-bonds with the framework. Narasimhan et al. [312] indicated that the existence of water clusters could weaken the interaction of water molecules with zeolites, as well as the interaction of OMPs with zeolites, which, however, would strengthen the interactions between OMPs and water. The two wide peaks at distances of 2.9 Å and 4.0 Å shown in Figure 5.11a, indicate that water molecules which do not form H-bonds with the FAU-type zeolite formed water clusters.

As shown in Figure 5.11b, the RDF between the O atom of the adsorbed water molecules and Al atom of the zeolite framework has a strong peak at distance of approximately 3.4 Å. Bolis et al. [325] suggested that water molecules were adsorbed on zeolites by interacting with the –Si-O-Si- groups of zeolites. The distance of 3.4 Å between Al atom of zeolites and water molecules, shown in Figure 5.11b, clearly indicate that there was an additional driving force for water adsorption on the alpha cages (Figure 5.8) and sodalite cages (Figure 5.10) of the FAU-type zeolite. The additional driving forces from Al atoms might cause an extra number of water molecules to be adsorbed in the alpha cages (Figure 5.8) and sodalite cages (Figure 5.10). Due to the additional water adsorption on Al atom, FAU-type zeolite with higher Al content (lower Si/Al ratio) had a lower TCP adsorption loading and less pronounced S-shaped adsorption isotherms (Figures 5.3 and 5.4). Zhang et al. [301] studied TCP adsorption on FAU-type zeolites with Si/Al ratio 30 and observed no plateau from the adsorption isotherm, which confirms the finding in the present chapter.

The alpha cages of FAU-type zeolites with large pore opening and inner sizes pro-
vided the basic conditions for the accommodation of multiple TCP molecules and their lateral interaction in the presence of water molecules, which was crucial for the occurrence of the S-shaped adsorption isotherms. In the zeolite frameworks with channels, the adsorbed OMPs preferred to be located in the channels and channel intersections, whereas water molecules preferably adsorbed in the vicinity of the OMP molecules [311, 326, 327]. Due to the hindering of water molecules, the lateral interaction of adsorbed OMP molecules would be negligible. Therefore, the S-shaped adsorption isotherm was not observed in previous literature, which studied OMP adsorption on zeolites frameworks with channels, *e.g.* BEA- and MFI-type zeolites [328–330].

**5.4. Conclusions**

In batch adsorption experiments of TCP in high-silica FAU-type zeolites, S-shaped adsorption isotherms were observed. To the best of our knowledge, this is the first time that an S-shaped adsorption isotherm has been reported for the adsorption of OMPs on high-silica zeolites. In this chapter, MC simulations were used to explain the mechanism of S-shaped adsorption isotherms of TCP adsorption on high-silica FAU-type zeolites. It was shown that the occurrence of S-shaped adsorption isotherms can be attributed to the lateral interactions of TCP, *e.g.*, the $\pi$-$\pi$ interactions. The alpha cages of FAU-type zeolites provided a possible accommodation for multiple TCP molecules as a potential condition of lateral interactions of TCP. Water molecules were adsorbed in the sodalite cages and alpha cages of FAU-type zeolites by forming H-bonds with the framework of zeolites. Compared to the non-Al containing alpha cages, more water molecules were stably adsorbed as water clusters in the alpha cages of FAU-type zeolites with high Al content. An additional amount of adsorbed water molecules in Al-containing alpha cages could inhibit TCP adsorption and could prevent the occurrence of an S-shaped adsorption isotherm. FAU-type zeolites with higher Si/Al ratio, therefore, have evident S-shaped adsorption isotherms, and, meanwhile, achieved higher TCP adsorption loadings compared to FAU-type zeolites with lower Si/Al ratios. MC simulation has shown to be a powerful tool to study the adsorption of OMPs in water, thereby supporting experimental results. Performing MC simulation will further allow investigating the adsorption mechanisms of OMP adsorption from the view of molecular interaction between OMPs, OMP and adsorbents as well as water and adsorbents. The unfavourable adsorption of OMPs have been widely observed for OMP adsorption on solid adsorbents. The low adsorption capacity would be followed by a steep increase of OMP adsorption capacity at a certain equilibrium concentration, showing the typical feature of S-shaped isotherms. This chapter suggests that the increase in the OMP adsorption capacity was caused by the interaction between OMPs. Except for the $\pi$-$\pi$ interactions between TCP molecules in this chapter, various types
of OMP interactions such as formation of hydrogen bonds, ionic interactions, formation of host-guest systems *etc.* might exist as driving forces for OMP adsorption, since the physicochemical properties of OMPs also vary.
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INCLUSION COMPLEXATION OF ORGANIC MICROPOLLUTANTS WITH $\beta$-CYCLODEXTRIN

6.1. Introduction

Industrial, agricultural, and domestic activities give rise, directly or indirectly, to water contamination with a wide variety of harmful organic compounds [331]. Thousands of organic micropollutants (OMPs) of different origin and type, e.g., industrial chemicals, pesticides, pharmaceuticals, personal-care products, human hormones, detergents, as well as their transformation products, are ubiquitously detected in surface and ground waters [332–338]. Despite their relatively low concentration, ranging from a few picograms to several micrograms per liter, many of those OMPs raise to significant environmental and toxicological concerns [339, 340]. Due to the large physico-chemical diversity of OMPs, and their low concentrations, conventional water and wastewater treatment processes (e.g., coagulation, flocculation, sedimentation, sand filtration) achieve a poor removal efficiency, essentially allowing many harmful OMPs to survive and find their way into the urban water cycle [341–345]. Several techniques for the efficient removal of OMPs have been developed, including oxidation, catalytic degradation, membrane filtration, and adsorption [346–351]. Adsorption based technologies are considered promising due to their simplicity, low operational cost and versatility through adsorbent selection. To this end, novel porous materials that can be tailor-designed have emerged as promising candidates for water treatment [352].

Porous polymer adsorbents exhibit distinct advantages compared to zeolites, silica and activated carbons, such as high surface area, long-term physicochemical stability in water, low weight, mechanical flexibility, cost-efficiency, good selectivity, fast adsorption kinetics, large capacity, and easy preparation and regeneration [353–358]. The numerous available molecular building blocks [356] of porous polymers allows for the synthesis of a wide variety of adsorbents, having diverse structures and functions.

One promising building block is β-Cyclodextrin (βCD). In recent years, βCD based polymers with enhanced adsorption kinetics, high removal capacity of OMPs and uptake rates have been synthesized [359–363]. These polymers can capture a wide variety of OMPs, even at trace concentrations, via various mechanisms such as inclusion complexation, hydrogen bonding, electrostatic and hydrophobic interactions [363, 364]. As it is far from trivial to determine the contribution of each mechanism only based on experimental measurements, the exact physical-chemistry via which the polymer captures the various types OMPs (e.g., polar, non-polar) is still not completely understood [364]. Previous studies have suggested that the inclusion complex formation of OMPs with the βCD building blocks of the polymer is one of the major mechanism for capturing the OMPs [364].

Recently, computational studies testing various force field combinations for the inclusion complexation of different guest molecules with β-CD have been reported.
Henriksen and Gilson [365] computed the binding free energies and binding enthalpies of 21 guest molecules with β-CD using four different water models and two charge derivation methods, and compared with the available experiments. Molecules with three types of functional groups (i.e., ammoniums, alcohols, carboxylates) attached to linear, aliphatic scaffolds, and phenyl groups were studied. It was shown that the combination of the AM1-BCC/q4md-CD force field [368, 369] for the host, the AM1-BCC/GAFF force field for the guest [314, 368], and TIP3P [294] for water produced the lowest deviation from experimental binding free energies, having a root mean square error (RMSE) = 3.35 kJ mol$^{-1}$. This force field combination, however, yielded a poor prediction of the binding enthalpy, deviating from experimental measurements by approximately a factor of 2. In the same study, significant variations in the computed free energies and enthalpies were obtained by using the q4md-CD (host) [369], RESP/GAFF (guest) [314] and different water force fields (i.e., TIP3P [294], TIP4Pew [295] and SPC [315]).

Tang and Chang [366] reported computations of the binding free energy, binding enthalpy and binding entropy of three aliphatic alcohols, methyl-butyrate, aspirin, 1-naphthyl-ethanol and 2-naphthyl-ethanol with β-CD. Two different force fields, i.e., GAFF [314] and q4md-CD [369], were used for the host (β-CD), while the RESP/GAFF [314] force field was used for the guest, and the TIP3P for water. It was shown that the calculated binding free energies are in a reasonable quantitative agreement with the respective experiments, having RMSE= 1.5 – 1.6 kcal mol$^{-1}$. Based on the these results, it is evident that no available force field combination is able to reproduce both the experimental binding free energies and binding enthalpies within the error of the experimental measurements for a wide variety of molecule types. More discussion on the inclusion complexation of CDs with guest molecules for food, pharmaceutical and separation technology applications can be found in the relevant literature e.g., anthracene [370], isoflavones [371–373], octyl glycoside [374], ionic liquids [375], chalcone [376], glycyrrhizic acid [377]. Some studies focus on the investigation of inclusion complex formation of widely used drug molecules (e.g. ketoprofen [378, 379], ibuprofen [378, 380, 381], lidocaine [382], naproxen [378]) with β-CD. To the best of our knowledge, there is no comprehensive study on the inclusion complex formation of OMPs with β-CD, although this mechanism is one of the most important for the capturing capability of β-CD polymers [360, 364].

In this chapter, a representative set of OMPs is selected based on the measured occurrences of the compound in surface and ground waters [336, 338], and the directives by the European Union (EU) [383, 384]. The priority substance list, i.e., directives 2000/60/EC and 2008/105/EC, which contains substances presenting a significant risk to the environment [383], and the surface water Watch List [384], which contains sub-
stances posing possible health risks, were considered. The selected compounds are listed in Figure 6.1a. Bisphenol A (BPA) is an endocrine disruptor frequently detected in waters. Due to BPA’s potential risk for public health it also appears on the priority substance list published by the EU [384]. Diclofenac is a non-steroidal anti-inflammatory drug which is listed as an emerging contaminant by the EU Watch list [383]. 4-nonylphenol (NP) is an endocrine disruptor which is detected at high concentration in the aquatic environment and listed on the priority substance list published by the EU [384]. 2,4,6-trichlorophenol (TCP) is a compound used as a pesticide and wood preservative. TCP is frequently detected in the aquatic environment and listed as carcinogen [385]. Ibuprofen and ketoprofen are non-steroidal anti-inflammatory drugs which are frequently detected in surface and ground waters [336, 338] due to their widespread use.

The purpose of this chapter is to provide the necessary physical insight into the inclusion complexation of \( \beta \)-CD with OMPs by performing MD simulations with the well-established Attach-Pull-Release method of Henriksen et al. [386]. To characterize the inclusion complex formation, the binding free energy, binding enthalpy and the average number of hydrogen bonds between the \( \beta \)-CD, OMPs and water are calculated. The binding enthalpy is further decomposed into several contributions, i.e., intramolecular, Lennard-Jones and electrostatic. The choice of force fields used in this chapter was based on the work by Henriksen and Gilson [365] and Yin et al. [367] where the inclusion complexation of \( \beta \)-CD with a wide and diverse range of guest molecules has been studied. The obtained binding free energies for all studied OMPs are in a reasonable agreement with the experimental results. Two different binding orientations, shown in Figure 6.1b, are discussed. It is shown that based on the obtained results, the contribution of the different interactions can be established and differences in binding strength can be explained. The remainder of this chapter is structured as follows. In Section 6.2, the details about the calculation of the binding free energy and enthalpy are explained. In Section 6.3, the results of the binding free energy, enthalpy and entropy calculations are presented and discussed for all OMPs.

### 6.2. Simulation Methodology and Computational Details

All simulations were carried out using the GROMACS2018.2 software package [387]. The bonded and non-bonded force field parameters of \( \beta \)-CD, OMPs, sodium and chloride were taken from the q4md-CD [369], General AMBER (GAFF) [314] and Joung-Cheatham force fields [388], respectively. For the representation of water, two models were used: the TIP3P [294] and Bind3P [367]. Bind3P is a water force field, developed recently by Yin et al. [367], who refitted the Lennard-Jones size and energy pa-
Figure 6.1: (a) The organic micropollutants (OMPs) studied in this work, and (b) schematic illustrations of the different binding orientations. The main functional group of each molecule is indicated by a green rectangle. The orientations are defined based on the position of the main functional group. Orientation 1 refers to the binding orientation in which the main functional group of the molecule is near the primary hydroxyl groups (small rim) of cyclodextrin. Orientation 2 refers to the binding orientation in which the main functional group of the molecule is near the secondary hydroxyl groups (large rim) of cyclodextrin.

Parameters of the TIP3P force field to better match the experimental host-guest binding data [367]. In this chapter, the Bind3P water model is used because it is specifically fitted to reproduce experimental host-guest data. Simulations with the TIP3P water model are also performed since this model is widely used along with GAFF. The partial charges of β-CD, water, sodium and chloride are taken from the original publications [294, 367, 369, 388]. The partial charges for all OMPs were computed with Restrained Electrostatic Potential (RESP) at the 6-31G* level of theory, using the R.E.D III.52 script [389] with the Gaussian09 RevB.01 software package [390]. GROMACS parameter files containing all force field parameters are provided in the Supporting Information of Ref. [391]. The nonbonded interactions were truncated at 9.0 Å and analytic tail corrections are applied in the computation of the energies and pressures. The long range elec-
trostatic interactions are taken into account by using the Particle-Mesh Ewald (PME) method \cite{392}. The stochastic leap-frog algorithm is used to integrate the equation of motion with a timestep of 2 fs. The scheme followed in all simulations is as follows: Initially, the energy of the system is minimized using the steepest descent method. Consequently, equilibration runs were performed for (i) 50 ps in the NVT ensemble at a temperature of 50 K, (ii) 1 ns in the NVT ensemble with a temperature ramping from 50 K to 300 K, and (iii) 2 ns in the NPT ensemble at 300 K and 1 bar. The production runs were carried out in the NPT ensemble at the same temperature and pressure, regulated using the Langevin thermostat \cite{393} and Berendsen barostat \cite{394}.

To calculate the binding free energy of the selected OMPs with β-CD, the Attach-Pull-Release (APR) method \cite{386} was used. A detailed description of the APR method can be found in the study reported by Henriksen et al. \cite{386}. The binding enthalpies of the OMPs with β-CD was calculated with the solvent-balance method \cite{395}. The errors in the binding free energies are calculated by the used built-in GROMACS tools \cite{387}. The errors in the binding enthalpies are calculated with the block average method \cite{396}. The details on the implementation of the APR and the solvent-balance method are reported in Sections A.1 and A.2 of the Appendix.

It is important to note that several orientations of the OMPs can contribute to the binding free energy and enthalpy with β-CD \cite{365, 386}. In experiments, these binding orientations occur naturally, and therefore the measurements of the binding free energies and enthalpies do not explicitly distinguish between the different orientations. In this chapter, the combined binding free energies and enthalpies for two different binding orientations are calculated for all OMPs. The orientations are shown in Figure 6.1b. The approach for calculating the combined binding free energies and enthalpies are presented in Section A.3 of the Appendix. In experimental studies, the binding constant, $K_a$, or the dissociation constant, $K_d = 1/K_a$, of the host-guest complex is reported. The binding constant is a special type of equilibrium constant which is related to the concentration of the complex, the free host and the free guest in the solution \cite{397}. To compare experimental and simulation results, the binding free energy of the guest can be calculated from the binding/dissociation constant ($K_d$ in units of mol/L) using \cite{398}:

$$\Delta G_{\text{combined}} = RT \ln \frac{K_d}{c^\circ}$$ \quad (6.1)

where $\Delta G_{\text{combined}}$ is the combined free energy of the different orientations, $R$ is the universal gas constant, $T$ is temperature, and $c^\circ$ is the standard reference concentration ($c^\circ = 1$ mol/L).
6.3. RESULTS AND DISCUSSION

6.3.1. BINDING FREE ENERGY

In Figure 6.2, the experimentally measured and the computed binding free energies of the OMPs with $\beta$-CD using the q4md-CD/GAFF/TIP3P and q4md-CD/GAFF/Bind3P force field combinations are shown. It can be observed that the experimentally measured binding free energies for specific OMPs varies between studies. This may be due to the different experimental conditions or measurement techniques applied in these studies. In Figure 6.2, three sets of experimental results are presented for the binding free energy of ketoprofen with $\beta$-CD. In the study reported by Waters et al. [399], the binding free energy was measured by isothermal titration calorimetry (ITC). In the studies by Felton et al. [378] and Rozou et al. [400] phase solubility measurements were performed. It can be seen that despite using the same measurement technique the reported binding free energies by Felton et al. and Rozou et al. differ by c.a. 2.5 kJ mol$^{-1}$.

The most probable cause of this discrepancy is that in the measurements of Felton et al. [378], no buffer is applied to keep the pH of the solution constant, while in the study by Rozou et al. [400] a phosphate buffer is applied. It has been shown that due to the competition of the ions and guest molecules for the cavity, the type and concentration of the applied buffer affects the binding affinity of guest molecules with $\beta$-CD [401, 402] and other host molecules (e.g., curcurbit[7]uril, octa-acid) [403]. The measurements by Waters et al. [399] and Rozou et al. [400] are at the same conditions (e.g., type of buffer, temperature), but use different measurement techniques. Thus, the discrepancy between the reported experimental studies may be attributed to the different techniques. To quantitatively compare the binding affinity of different guest molecules with $\beta$-CD, experiments at the same conditions and using the same technique should be carried out. To the best of our knowledge, a systematic study reporting the experimentally measured binding free energies of all selected OMPs with $\beta$-CD is lacking.

The binding free energy measurements by Pellegrino Vidal et al. [404] are shown in Figure 6.2. It can be seen that BPA forms a more stable complex with $\beta$-CD than NP ($\Delta G_{\text{binding}}$ is equal to -27.68 kJ mol$^{-1}$ and -22.13 kJ mol$^{-1}$, respectively). Our calculations of the binding free energies predict the same trend of binding affinity for these molecules. Interestingly, the experimentally measured binding free energy of BPA with the $\beta$-CD based polymer reported by Alsbaiee et al. [360], $\Delta G_{\text{binding}}$= -27.26 kJ mol$^{-1}$, is very close to the calculated binding free energy of BPA with just the $\beta$-CD using the Bind3P water model, $\Delta G_{\text{binding}}$= -28.63 kJ mol$^{-1}$. The computed value is almost identical with the experimentally reported binding free energy of BPA with $\beta$-CD ($\Delta G_{\text{binding}}$= -27.68 kJ mol$^{-1}$) [404]. Mironov et al. [405] reported the binding free energy of diclofenac and ibuprofen, measured both by affinity capillary electrophoresis...
Figure 6.2: Computed and experimentally measured binding free energies of bisphenol A, ibuprofen, 4-nonylphenol, ketoprofen, diclofenac and 2,4,6-trichlorophenol (TCP) molecules with $\beta$-CD. The columns in red and blue represent the calculated binding free energies using the q4md-CD/GAFF/TIP3P \cite{294, 314, 369} and q4md-CD/GAFF/Bind3P \cite{314, 367, 369} force field combinations, respectively. The columns with the black-and-white patterns represent the experimental data which is taken from the following sources: Pellegrino Vidal et al. \cite{404}, Mironov et al. \cite{405}, Waters et al. \cite{399}, Felton et al. \cite{378}, Rozou et al. \cite{400}, and Hanna et al. \cite{406}.

coupled with mass spectrometry (CE-MS) and with UV detection (CE-UV) techniques. Both experimental techniques predict that ibuprofen has a more negative binding free energy than diclofenac. This indicates that ibuprofen forms a more stable inclusion complex with $\beta$-CD than diclofenac. The same trend is observed from the MD calculations using both water force fields. The experimental measurements by Felton et al. \cite{378} and Waters et al. \cite{399} for ketoprofen and ibuprofen, are also shown also in Figure 6.2. In both studies it was found that ibuprofen has a more negative binding free energy with $\beta$-CD than ketoprofen, indicating that ibuprofen forms a more stable inclusion complex than ketoprofen. Our MD simulations are in-line with these experimental findings. It is important to note here that since the experiments are performed at different conditions and with varying techniques, an exact quantitative comparison of the computed and experimentally measured binding free energies cannot be carried out for the selected OMPs. From the qualitative point of view, the computed binding free energies, using both TIP3P and Bind3P water force fields, follow the trend of the experiments, i.e., MD simulations can predict which OMPs form more stable inclusion complexes with $\beta$-CD. The calculated binding free energies of all OMPs using the Bind3P water force field show a slight overestimation compared to the corresponding experimental value but are still in a reasonable agreement, having $\text{RMSE} = 3.5 \text{ kJ mol}^{-1}$, which corresponds to a deviation of 24%. Consistently, with the findings by Henriksen and Gilson \cite{365}, our MD results for the binding free energies using the TIP3P water force field considerably overestimate the experimental measurements by ca. 59%.
6.3.2. **BINDING ENTHALPY**

The computed binding enthalpies of the OMPs with β-CD are shown in Figure 6.3, along with the respective experimental results obtained from the literature [399, 400, 406–409]. Available experimental binding enthalpies for the selected compounds are more scarce compared to binding free energies. Experimentally measured binding enthalpies for NP and TCP with β-CD are not available in the literature. The only available binding enthalpies of ketoprofen and ibuprofen are from the study by Waters et al. [399], who performed measurements using ITC [399]. In Figure 6.3, both the experimental and MD results show that the binding of ketoprofen ($\Delta H_{\text{ketoprofen}}^{\text{Bind3P}} = -27.22 \text{ kJ mol}^{-1}$, $\Delta H_{\text{ketoprofen}}^{\text{TIP3P}} = -32.98 \text{ kJ mol}^{-1}$, $\Delta H_{\text{ketoprofen}}^{\text{Experiment}} = -16.00 \text{ kJ mol}^{-1}$) is more exothermic than the binding of ibuprofen ($\Delta H_{\text{ibuprofen}}^{\text{Bind3P}} = -25.28 \text{ kJ mol}^{-1}$, $\Delta H_{\text{ibuprofen}}^{\text{TIP3P}} = -30.10 \text{ kJ mol}^{-1}$, $\Delta H_{\text{ibuprofen}}^{\text{Experiment}} = -14.60 \text{ kJ mol}^{-1}$). Similarly to the binding free energy results, the computed binding enthalpies follow the trend of the experimental measurements, which is $\Delta H_{\text{BisphenolA}} < \Delta H_{\text{Ketoprofen}} < \Delta H_{\text{Diclofenac}} \sim \Delta H_{\text{Ibuprofen}} < \Delta H_{\text{4-Nonylphenol}} < \Delta H_{2,4,6-\text{Trichlorophenol}}$. As can be seen in Figure 6.3, the computed binding enthalpies using the Bind3P water force field are systematically closer to the experiments compared to simulations using TIP3P. This finding is in agreement with Yin et al. [367], who performed binding free energy and enthalpy computations using TIP3P and Bind3P force fields for 21 β-CD-guest pairs. Based on our comparison of the experimental and computed binding free energies and enthalpies it can be concluded that MD simulation techniques have the potential to predict the binding affinity of OMPs with β-CD. The quantitative predictive power of the method is expected to improve even more with the development of improved force fields, which can be developed considering also the binding thermodynamics data [365].

To obtain a better understanding of the binding mechanism, the contribution of different interactions is investigated. The binding enthalpy is decomposed to three contributions: (1) intramolecular (bonded, intramolecular LJ and electrostatic interactions), (2) intermolecular Lennard-Jones, and (3) intermolecular electrostatic interactions. In Figure 6.4, the decomposition of the computed enthalpies using the Bind3P water force field is shown for all studied OMPs. Computations considering both binding orientations are shown (representations of the two orientations are shown in Figure 6.1b). As can be seen in Figure 6.4, for all OMPs studied and for both binding orientations, the Lennard-Jones and electrostatic contributions are negative, which means that these interactions are favorable for the inclusion complex formation. The binding is hindered by the intramolecular interactions (positive energy) for almost all OMPs, except for ketoprofen. The main opposing terms in the intramolecular contribution are the 1-4 interactions, which mainly originate from the conformational change of the host upon binding. For the case of orientation 1 of ketoprofen, the 1-4 electrostatic
term becomes favorable and results in a negative intramolecular contribution to the binding.

To further investigate the role of the different intramolecular contributions, the position of the carboxyl oxygens relative to the primary and secondary rim of the β-CD is investigated for both orientations of ibuprofen and ketoprofen (Figure 6.5). In Figure 6.5c-f, the distances of the carboxylic oxygens from the center of mass of the primary or secondary oxygens of β-CD are shown for both orientations of ibuprofen and ketoprofen. In orientation 1, the carboxyl group of ketoprofen shows a preference for a tighter binding to the primary rim of β-CD than ibuprofen (Figure 6.5c). The tighter binding of the carboxyl oxygen at the narrower rim provides the possibility for the oxo group to form hydrogen bonds with the oxygen atoms at the wider rim of the β-CD (see Figure 6.5c-d). In orientation 2, the carboxyl oxygen of ketoprofen shows a slight preference compared to ibuprofen towards the solvent which brings the oxo group closer to the oxygens of the wider rim of β-CD (Figure 6.5e-f). The binding configuration of ketoprofen results in favorable host configurations most probably due to the stabilizing effects of the hydrogen bonds between the host and guest molecules. The stabilizing effects of the hydrogen bonds formed between ketoprofen and β-CD are also discussed in the study reported by Guzzo et al. [379]. In that study, the inclusion complexation of ketoprofen with β-CD is investigated both by performing Nuclear Magnetic Resonance (NMR) measurements and MD simulations.

Although the contributions from Lennard-Jones and electrostatic interactions are favorable for the binding of all studied guest molecules, the relative magnitude of the
two contributions can differ regardless of the polarity or the protonation state of the OMP. The binding enthalpy can be decomposed into two terms, namely, the host-guest and the desolvation. The host-guest term accounts for the intermolecular host-guest interactions and for the change of enthalpy due to conformational changes of the host and guest upon binding. The desolvation term represents the effects due to the binding of the guest molecule. This term comprises of the interaction change between host-water, guest-water and water-water upon binding. In Figure 6.6, the decomposed enthalpies into the host-guest and desolvation terms, for orientation 1 and 2 are shown for all studied OMPs. Since all desolvation terms are positive (i.e, inclusion complexation is hindered) and all host-guest terms are negative (inclusion complexation is favored), the negative value of the desolvation term (-ΔH_{desolvation}) is shown in Figure 6.6 to make the comparison to the host-guest term more representative. For orientation 1, the LJ interactions are the dominant contribution to the host-guest term for all OMPs except for ketoprofen. The LJ contribution scales with the number of atoms contribu-
ING the formation of the inclusion complex. By comparing the LJ contributions of the two orientations, it can be seen that the LJ terms are slightly larger for orientation 1. This difference can be attributed to the stronger interactions of the OMPs with the atoms in the narrow rim of the β-CD. In Figure 6.6, it can be observed that the electrostatic interactions become dominant in the host-guest term for both orientations of ketoprofen, and for orientation 2 of diclofenac and ibuprofen. The major role of the electrostatic interactions in the host-guest term is caused by the hydrogen bond formation of the OMPs with β-CD as it will be discussed in the following paragraph.

In Figure 6.6, it can be observed that both the LJ and electrostatic contributions of the desolvation term show the same trend as for the host-guest term. Orientation 1 has a larger LJ contribution to the desolvation term than orientation 2. This means that more atoms are involved in the complex formation and lose interactions with water upon binding in orientation 1.
Figure 6.6: The contributions of the host-guest interactions and desolvation effects to the binding enthalpy for (a) orientation 1 and (b) orientation 2 of all studied OMPs. Since the host-guest and desolvation terms have opposite signs, the negative value of the desolvation term (\(\Delta H_{\text{desolvation}}\)) is shown. The intramolecular (bonded, 1-4 LJ and 1-4 Coulomb terms) is shown in cyan, the Lennard-Jones contribution in gray and the electrostatics contribution in orange. The bars representing the contributions of the different interaction types are stacked on each other. The -DSOL and HG labels indicate the desolvation and host-guest terms, respectively.

6.3.3. Hydrogen Bonding

In Figure 6.7, the number of hydrogen bonds between the solvent-guest and host-guest molecules are shown. In all simulations, the criterion for the formation of a hydrogen bond is a cut-off distance of 3.5 Å between the donor and acceptor atoms, and a cut-off angle of 30° between the donor-hydrogen-acceptor atoms [369, 410, 411]. From
Figure 6.7, it can be observed that the guest loses hydrogen bonds with the solvent upon binding to the β-CD. For example ibuprofen (in orientation 2) loses c.a. 2 hydrogen bonds with the solvent upon binding to β-CD. The host also loses interactions with the solvent upon the binding of the guest molecule. The free host forms ca. 33 hydrogen bonds with the solvent. The host may lose some of these hydrogen bonds upon forming an inclusion complex with an OMP. For example, β-CD loses ca. 3 of these hydrogen bonds in the binding with ketoprofen in orientation 1. All data on hydrogen bonding are listed in Table S3 in the Supporting Information of Ref. [391]. The loss of these hydrogen bonds plays a dominant role in determining the magnitude of the electrostatic contribution of the desolvation term. The more hydrogen bonds are lost between the host, guest and the solvent the greater the electrostatic contribution in the desolvation term. The net change in the number of hydrogen bonds upon the binding of the OMP is shown in Table S3 in the Supporting Information of Ref. [391]. As can be seen in Figure 6.7, BPA, NP and TCP molecules practically do not form hydrogen bonds with β-CD (orange part of the bars). The absence of hydrogen bonds results in considerably lower electrostatic contributions to the host-guest and desolvation terms, as discussed earlier and as can be explicitly seen in Figure 6.6. Ibuprofen and diclofenac form fewer hydrogen bonds in orientation 1 than in orientation 2. In orientation 2, the OMPs can form more hydrogen bonds with β-CD due to the more accessible OH groups and less steric hindrance which can lead to a more stable inclusion complex. Due to the positions of the oxo and carboxyl groups in the ketoprofen molecule, it can form almost the same amount of hydrogen bonds in both binding orientations. This indicates that the dominant electrostatic contribution in the host-guest term (see Figure 6.6) is caused by the hydrogen bond formation between the guest and host molecules.

In the study reported by Brown et al. [412], experimental measurements of the inclusion complex formation of ibuprofen with permethylated-β-CD (PMβ-CD) were reported. It was found that in the stable inclusion complex, the isobutyl group of ibuprofen lies in the cavity. The carboxyl group forms a hydrogen bond with the methoxy group of the wider rim (orientation 2), which evidently contributes to the stability of the inclusion complex. This finding is in line with our simulation results, which show that the binding of ibuprofen in orientation 2 is more stable than in orientation 1 (see Table S2 in the Supporting Information of Ref. [391]). Brown et al. [412], also reports detailed structural properties of the ibuprofen-PMβ-CD inclusion complex, some of which are comparable with our simulation results. The radius of the heptagon, which is the distance of the O4 oxygens from the center of mass of the seven O4 atoms in the CD (see Figure 6.8), is 4.99 Å in the PMβ-CD, and on average 4.93±0.3 Å in our simulations. This shows that the cavity size of the CDs in the experiment and in sim-
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Figure 6.7: The average number of hydrogen bonds formed between: the solvent and the free guest (cyan), the host and the guest (orange), and the solvent and guest in the inclusion complex (grey). The bars representing the number of hydrogen bonds between the different molecule types are stacked on each other. The O1 and O2 labels indicate orientations 1 and 2, respectively.

Simulations are equal within the uncertainties of the computation. The glycosidic oxygen angle, which is the angle between the O4 oxygens of the residues of the CDs (see Figure 6.8b), is found to be 127.4 degrees for the PMβ-CD and 127.15±1.64 degrees in our simulations. The agreement in the glycosidic oxygen angles suggest that the shape of the host cavity is not influenced by the functionalization of the β-CD. The number of intramolecular hydrogen bonds in the experiments of PMβ-CD is found to be 7. In our simulation the β-CD forms ca. 6 intramolecular hydrogen bonds. These findings suggest that the configuration of the β-CD and PMβ-CD is similar in the inclusion complex with ibuprofen.

Braga et al. [413] performed measurements to investigate the 1:2 ibuprofen-β-CD inclusion complex. The two β-CDs in the complex are linked by the formation of hydrogen bonds between the secondary hydroxyl groups of the wider rim. Braga et al. [413] found that in the stable 1:2 inclusion complex the carboxyl group of the ibuprofen protrudes from the smaller rim of the β-CD. In our study on the 1:1 inclusion complex, this configuration of ibuprofen can be identified as orientation 1 and our findings indicate that this orientation is less stable compared to orientation 2. This
disagreement with the experiments can be most probably attributed to the fact that ibuprofen in the 1:2 complex cannot form hydrogen bonds with the wider rims of the β-CDs. This shows clearly that the dimerization of the β-CDs has a significant effect on the configuration of the inclusion complex.

**6.3.4. Binding Entropy**

The binding entropy can be computed by subtracting the calculated binding free energy from the binding enthalpy: \( \Delta G = \Delta H - T \Delta S \). The computed binding entropies for all studied OMPs and for both orientations are shown in Figure 6.9. Due to the subtraction between very large numbers, the error propagation results in considerable errors for the binding entropy (\( \sigma = 1.9 - 3.4 \text{ kJ mol}^{-1} \)). From Figure 6.9, it can be observed that the binding entropies for orientation 2 are smaller than in orientation 1, indicating that orientation 2 is entropically more favorable for the binding. This difference can be possibly explained by the tighter binding of OMPs in orientation 1 which results in a less flexible β-CD. The tighter binding of OMPs is also indicated by the more favorable (i.e., more negative) Lennard-Jones contributions of the host-guest term in orientation 1 than orientation 2 as can be seen in Figure 6.6. This is caused because fewer atoms participate in the inclusion complex formation.
6.4. **Conclusions**

In this work, the binding free energies and enthalpies of bisphenol A, ibuprofen, ketoprofen, diclofenac, 4-nonylphenol and 2,4,6-trichlorophenol with β-CD are computed by performing force-field based MD simulations. The computed binding free energies using the Bind3P water force field are in a reasonable agreement with the available experimental results. The deviation between the computed and experimentally measured binding enthalpies are found to be considerable. This is in agreement with the findings of Henriksen and Gilson [365]. The computed binding enthalpies are in qualitative agreement with the experimental measurements. To obtain a better understanding of the binding mechanism, the effect of the intramolecular, van der Waals, and electrostatic interactions on the inclusion complex formation is investigated by the decomposition of the binding enthalpy. It is shown that for all studied OMPs, the van der Waals and electrostatic interactions are favourable for the inclusion complex formation but the relative magnitude of the two contributions can differ regardless of the polarity or the protonation state of the OMP. To reveal the effect of the different interactions, the binding enthalpy is decomposed into host-guest and desolvation terms. It is observed that the magnitude of the contribution from the van der Waals
interactions depends on the number atoms participating in the complex formation. It is shown that the hydrogen bond formation of the guest with the solvent and β-CD plays a crucial role in the binding mechanism. Our findings show that MD simulations using the APR method [386] can provide important physical insight into the inclusion complex formation of β-CD with OMPs. Inclusion complexation is suggested to be one of the main mechanisms via which β-CD-based polymers capture OMPs, thus our findings can be used for the design and optimization of these materials.
DIFFUSIVITIES OF CYCLODEXTRINS AND OF THE β-CYCLODEXTRIN:IBUPROFEN INCLUSION COMPLEXES IN AQUEOUS SOLUTIONS

This chapter is based on the following publication: M. Erdős, M. Frangou, T. J. H. Vlugt, and O. A. Moults, Diffusivity of α-, β-, γ-cyclodextrin and the inclusion complex of β-cyclodextrin: Ibuprofen in aqueous solutions; A Molecular Dynamics simulation study, Fluid Phase Equilibria 528, 112842 (2021).
7.1. Introduction

In most of the studies concerning cyclodextrins (CDs), the stability of the CD inclusion complex with specific guest molecules are studied by using either experimental or simulation techniques [60, 364, 377, 379, 382, 397, 414–417]. Although in various applications of CDs such as controlled drug-delivery [414, 418–420] mass transport can play an important role, it has not been as widely studied as the binding properties of the inclusion complexes.

To the best of our knowledge, there are only two studies reporting diffusion coefficients of CDs calculated using MD simulations to date. Naidoo et al. [421] performed pulse-field-gradient spin-echo nuclear magnetic resonance (PGSE NMR) measurements and MD simulations to determine the diffusion coefficients of α-, β-, and γ-CDs. In that study, the CSFF and SPC/E force fields for the CDs and water were used, respectively. The diffusion coefficients of the CDs were measured at 1 mM concentration in D$_2$O. Naidoo et al. [421] concluded that considering the different solvents used in the simulations and experiments, the simulation results are in a good agreement with the measurements. Tang and Chang [366] presented an MD simulation approach for calculating the binding free energy of host-guest complexes based on the diffusion coefficients of the host and the guest. Using this approach, Tang and Chang computed binding free energies of seven different guest molecules with β-CD using the q4md-CD/GAFF/TIP3P combination of force fields.

In this chapter, a comprehensive study of the diffusivity of CDs in aqueous solutions is reported. Such a study is largely lacking and is important for not only supplementing and further guiding experiments, but also for providing the necessary molecular understanding for the design and/or optimization of applications in which mass transport is crucial, e.g., controlled drug delivery. As it has been shown that the effect of the system size on the computation of self-diffusivity can be significant in MD simulations [422, 423], the effect of the system size on the self-diffusion of CDs is investigated. To model CDs, we use the q4md-CD force field which has been shown to be very accurate in predicting the crystal properties of CDs [369]. Since it has been shown in literature that the choice of force field to represent the solvent has a significant effect on the computed transport properties of the solutes [424–426], the diffusion coefficient of CDs are calculated using four different water force fields. After identifying the best performing solute (i.e. water) force field, the effect of NaCl concentration on the diffusion of CDs is also investigated using two different NaCl force fields. Finally, as a model system for a drug-delivery application, the diffusion coefficient of the ibuprofen:β-CD inclusion complex is computed.

The remainder of this chapter is structured as follows. The following section con-
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7.2. METHODOLOGY

7.2.1. FORCE FIELDS

All bonded and non-bonded force field parameters of CDs were taken from the q4md-CD force field [369]. Water was modelled using TIP3P [294], SPC/E [315] and TIP4P/2005 [295] force fields, as well as Bind3P [367]. For all water-ion simulations, TIP4P/2005 [295] was used combined with the Joung and Cheatham [388, 427] (JC) and the Madrid-2019 force fields [428] for Na\(^+\) and Cl\(^-\). This choice was based on the recent study by Döpke et al. [429] who investigated the performance of different ion force fields combined with the TIP4P/2005 force field in reproducing experimental properties of salt solutions such as diffusion coefficients, ion hydration free energies and hydration radius. The JC force field has full ionic charges (i.e., +1, -1) while the Madrid-2019 force field has scaled atomic charges (i.e., +0.85, -0.85). The Madrid-2019 [428] force field uses specific terms for the Lennard-Jones interactions between the ions and water molecules instead of the general combining rules. Ibuprofen is represented as a fully flexible molecule using the General AMBER force field [314]. The partial charges of Ibuprofen are computed with the Restrained Electrostatic Potential (RESP) method at the 6-31G\(^*\) level of theory, using the R.E.D III.52 script [389] with the Gaussian09 RevB.01 software package [390]. To check the reliability of the derived charges, the electrostatic potentials (ESPs) generated by the fitted charges and DFT at the 6-31G\(^*\) level are compared. The relative root mean square between the ESPs in atomic units are found to be smaller than 0.02. The derived charges correspond to the simulation of a molecule at 0 K in vacuum. This approach is used since it is the recommended charge derivation method for the GAFF force field [314]. Recently, Schauperl et al. [430] reported the RESP2 method in which the partial charges are calculated from a combination of gas- and aqueous-phase charges. Schauperl et al. showed that RESP2 charges are more accurate than the traditional RESP in reproducing experimentally measured properties (e.g. hydration free energy, heats of vaporization) of organic liquids [430]. The Lennard-Jones and electrostatic interactions are truncated at 9 Å. Analytic tail corrections are included in the pressure and energy calculations. The Particle-Mesh Ewald (PME) method [392] is used for the long range electrostatic interactions. In all simulations, fixed atomic charges are used and polarization effects are neglected according to the original parametrization of the used force fields. All force field parameters are...
reported in the Supporting Information of Ref. [431] in the form of Gromacs parameter files.

7.2.2. Simulation Details

MD simulations using the GROMACS2018.2 [387] software package were performed for the diffusivity computations, while LAMMPS (version 16 Feb. 2016) [432] was used for computing viscosities. To integrate the equation of motion, the leap-frog algorithm with 2 fs timestep is used. The initial configurations are obtained by solvating a CD molecule in water. For the aqueous electrolyte systems, additional water molecules are used for the solvation of the CD molecule, and afterwards these are randomly replaced by the appropriate number of Na$^+$ and Cl$^-$ ions. All initial configurations are created using the built-in GROMACS tools [387]. In this chapter, the same equilibration scheme is followed as in Chapter 6. The temperature is regulated using the modified velocity rescaling thermostat of GROMACS [433], which is able to properly reproduce the canonical ensemble. The coupling constant used in the thermostat is 0.1 ps. The pressure was regulated using the Parrinello-Rahman barostat [434] with a coupling constant of 2 ps. In all simulations, unless stated otherwise, a CD molecule is solvated in 3 000 water molecules.

Self-diffusion coefficients, $D_{i,\text{self}}$, are calculated using the Einstein relation [77]:

$$D_{i,\text{self}} = \frac{1}{6N_i t} \left\langle \sum_{j=1}^{N_i} (\mathbf{r}_{j,i}(t) - \mathbf{r}_{j,i}(0))^2 \right\rangle$$  \hspace{1cm} (7.1)

where $t$ is the time, $N_i$ is the number of molecules of type $i$, and $\mathbf{r}_{j,i}$ is the position vector of the $j$th molecule of species $i$. The brackets $\langle \ldots \rangle$ represent an ensemble average. $D_{i,\text{self}}$ is computed by the slope and intercept of the long-time mean squared displacement (MSD) curve at time-scales where the slope of MSD as a function of time is 1 in a log-log plot [77, 435]. Because of the use of one solute molecule and the slow dynamics of CDs due to their size, long MD simulations in the range of 600 ns - 1 µs were needed for obtaining a linear regime with slope equal to 1 in the log-log MSD vs time curve. The self-diffusion coefficients reported in this work are calculated as the average of four independent simulations starting from different initial configurations. Each initial configuration was created by carrying out the equilibration procedure using different random seeds. Each MD simulation was carried out on 12 - 24 CPUs, achieving a performance of 100 - 160 ns/day.

Due to the long range interactions and hydrodynamic effects between the molecules, self-diffusion coefficients computed from MD simulations depend on the size of the simulation box [81, 423, 436–439]. Yeh and Hummer [436] derived an analytic correction term which should be added to the self-diffusivities computed in MD.
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simulations to obtain the self-diffusion coefficients in the thermodynamic limit \([436]\) \((D_{\text{self}}^\infty)\). The YH correction term is:

\[
D_{\text{self}}^{\text{YH}} = \xi \frac{k_B T}{6\pi\eta L} \tag{7.2}
\]

where \(\xi\) is a constant equal to 2.837297 (for 3D periodic systems), \(L\) is the size of the simulation box, and \(\eta\) is the shear viscosity of the solvent computed from MD simulations. It is important to note here that viscosities exhibit no finite-size effects \([438]\). The viscosity of water and of aqueous electrolyte solutions required for correcting our diffusivity results are not available for all the force fields used and all conditions considered in this chapter. To this purpose, the shear viscosities of all systems are calculated using the OCTP plugin \([435]\) in LAMMPS, an easy-to-use tool which computes transport properties on-the-fly during the simulation. The reported viscosities are calculated as the average of four independent 20 ns long simulations. All details about the OCTP plugin can be found in the original paper \([435]\). All self-diffusivities reported in this work are corrected for system size effects using Eq. 7.2, unless it is stated otherwise. The computed viscosities for all systems are listed in Tables A.11 and A.12 of the Appendix. In this work, the statistical error in the self-diffusion coefficients and viscosities are calculated as the standard deviation of the mean from the four independent simulations.

7.3. RESULTS AND DISCUSSION

7.3.1. SYSTEM SIZE EFFECTS

The effect of the system size on the diffusivity of pure fluids or mixtures computed with MD simulations has been investigated in detail by several authors \([81, 422, 436, 437, 440]\). In Figure 7.1, the computed self-diffusion coefficients of \(\beta\)-CD with and without the YH correction at 298.15 K are shown as a function of the simulation box length. The TIP4P/2005 water force field is used. As expected, the finite size self-diffusivities scale linearly with the size of the simulation box, and thus, the application of the YH correction yields the self-diffusivity value in the thermodynamic limit. However, it is important to note that the magnitude of the required correction is substantial. As shown in Figure 7.1, by using 1500 water molecules the computed self-diffusion coefficient (i.e. \(1.9 \times 10^{-10}\) m² s⁻¹) is almost equal to the required correction (i.e. \(1.8 \times 10^{-10}\) m² s⁻¹). Celebi et al. \([423]\) derived a relation between the self diffusion coefficient and finite size self-diffusion coefficient computed from MD simulations. In the relation, the ratio of the effective hydrodynamic radius of the solute and the length of the simulation box is considered. For smaller systems the correction is even higher. For a system size of 500 water molecules, the YH correction is approximately 76% of the final self-
diffusion coefficient value. In the study by Moulots et al. [422], the effect of the system size on the self-diffusion coefficient of pure CO₂ and CH₄ was studied. The authors show that the magnitude of the YH correction for these systems ranges from ca. 6 to 15% of the final self-diffusion coefficient, depending on the system size. For the systems investigated in this chapter, in which the size of the solute is considerably larger than the size of the solvent (i.e. CDs in water), correcting the self-diffusion coefficient of the solute for system size effects is absolutely crucial because the correction term can be in many cases larger than the computed diffusivity value in MD. Similarly to the results obtained for the β-CD, the required system size correction for the α- and γ-CDs is also substantial as shown in Figures A.3 and A.4 of the Appendix. Hereafter, all of the reported self-diffusion coefficients in tables and figures are corrected for system size effects using using Equation 7.2.

7.3.2. EFFECT OF THE FORCE FIELD ON THE DIFFUSIVITY OF CYCLODEXTRINS IN WATER

In Figure 7.2, the computed and experimentally measured self-diffusion coefficients of the α-, β-, and γ-CDs in water are shown as a function of temperature for the range 298.15 - 312.15 K at a pressure equal to 1 bar. The experimental results are taken from the studies of Ribeiro et al. [441–443]. As can be seen, by using the SPC/E and TIP4P/2005 water models the computed self-diffusion coefficients are in a reasonable agreement with the experimental results. The self-diffusion coefficients predicted us-
Figure 7.2: Computed self-diffusion coefficients of (a) α-CD, (b) β-CD and (c) γ-CD as a function of temperature at \( P = 1 \) bar. The symbols in blue, orange, green, and red colors indicate the use of the TIP3P [294], Bind3P [367], SPCE [315], and TIP4P2005 [295] force fields for water, respectively. The self-diffusivities are corrected for finite size effects using Eq. 2. The experimentally measured self-diffusion coefficients are shown with open black symbols [441–443]. The maximum statistical error in the computed self-diffusion coefficients is 10%. The error bars are smaller than the symbol size.

The predicted diffusivities of the TIP4P/2005 water force field are the most accurate, showing a mean average deviation from the experimental measurements equal to ca. 8%. From Figure 7.2, it can be also observed that when the TIP3P and Bind3P water force fields are used, the predicted diffusivities are higher than the experimental measurements by a factor of 3 to 4, for the whole temperature range. In the case of TIP3P water model, this overestimation is expected since the predicted diffusivity and viscosity of pure water with this model are substantially over- and underestimated, respectively [444]. The Bind3P force field was recently developed by Yin et al. [367], who refitted the Lennard-Jones size and energy parameters of the TIP3P water model to better predict the experimentally measured binding free energies and enthalpies of host-guest systems. It was shown that compared to TIP3P, the Bind3P force field systematically improves the prediction...
of the experimental binding free energies and enthalpies of CDs with different guest molecules [367]. To the best of our knowledge, transport properties for the Bind3P water model are not reported in literature, and thus it is not known how accurately this new force field is in predicting transport properties of pure water. In Table A.11 of the Appendix, it can be seen that the viscosity of pure water calculated with TIP3P is on average 12% higher than with Bind3P. This relatively small difference in viscosities justifies the similar poor performance of the two force fields in predicting the diffusivity of the CDs in water. In general, it is evident that the predicted self-diffusion coefficients of the CDs strongly depend on the accuracy of the force field used for modelling the solvent (i.e. water). This finding is in-line with the literature reporting MD simulations of self-diffusivity in aqueous solutions [422, 424].

To obtain a better understanding of the effect of the water force fields on the physical properties of the CDs which can influence the diffusion, the average number of water molecules residing in the cavity of the CD during the diffusion process, the number of intra- and intermolecular hydrogen bonds between the CD and water, and the size of the small and large rims of the CDs are studied. The rims refer to the two openings in the CD molecule as can be seen in Figure 6.1b. In Figure 7.3, the average number of hydrogen bonds formed between the water molecules and the α-, β-, and γ-CD are shown as a function of temperature for the four water force fields used. The hydrogen bond analysis is carried out by using the built-in hbond GROMACS tool with the same criteria as in Chapter 6. The difference in the average number of intermolecular hydrogen bonds formed using the different force fields is lower or equal to one in all cases investigated. In Figure A.5 of the Appendix, the average number of intramolecular hydrogen bonds between the hydroxyl groups of the α-, β-, and γ-CD is shown when using the four different water force fields. Similarly to the intermolecular hydrogen bonds, there is no significant difference observed. Thus, the significant difference between the self-diffusion coefficients computed by using the different water models is not reflected in the number of inter- or intramolecular hydrogen bonds in the system.

In Figure A.6 of the Appendix, the average number of water molecules residing inside the cavity of the α-, β-, and γ-CDs are shown as a function of temperature. Since the number of water molecules inside the cavity of the CDs continuously changes as the CD diffuses (i.e., water molecules continuously entering and leaving the cavity), the number of water molecules is calculated as a time average. In the studies by Cézard et al. [369], Rodriguez et al. [445], and Shikata et al. [446] the residence time of water molecules in the CD cavity was investigated by MD simulations and experimental techniques. Both the computed and the measured residence times are in the range of 20 - 75 ps. This shows that the water molecules are continuously flowing in and out of the CD cavity with no stable water clusters being formed. In this chapter, a water
Figure 7.3: The average number of hydrogen bonds (HBs) formed between the (a) α-CD, (b) β-CD and (c) γ-CD with water as a function of temperature at $P = 1$ bar. The symbols in blue, orange, green, and red colors indicate the use of TIP3P [294], Bind3P [367], SPC/E [315], and TIP4P/2005 [295] water force fields, respectively. The maximum statistical error in the computed number of HBs is 10%. The error bars are smaller than the symbol size.

molecule is considered to be inside the cavity of the α-, β-, and γ-CD if the distance between the centers of mass of the CD and the water is smaller than 0.34, 0.4, and 0.46 nm, respectively. This definition is adapted from the work of Zhang et al. [410]. Similarly to our findings for hydrogen-bonding, the average number of water molecules inside the cavity of the CDs predicted by using the different water models is almost identical. The rim sizes of the CDs do not show any significant difference for the different tested force fields. This is shown in Figures A.7 and A.8 of the Appendix, the diameter of the upper and lower rim of the α-, β- and γ-CDs are shown as a function
of temperature.

From the analysis presented above, it is evident that the shape and size of the CDs is almost unaffected by the choice of the force field of the solvent. Moreover, the large differences in the self-diffusion coefficients predicted by using different water models (see Figure 7.2) are not reflected in the number of hydrogen bonds (see Figure 7.3) or in the number of water molecules residing in the CD cavity (see Figure A.6 of the Appendix). These findings strongly suggest that the observed differences in the self-diffusion coefficients of the CDs are mainly caused by the ability of the various water force fields to accurately predict the density and transport coefficients of the pure solvent. Thus, it is not surprising that the force field combination q4md-CD/TIP4P/2005 yields the most accurate results for the diffusivity of CDs in water, since TIP4P/2005 predicts the relevant properties of pure water very accurately [295, 444].

7.3.3. Effect of NaCl concentration

Since in most applications CDs are dissolved in aqueous solutions containing salts, we investigate the effect of NaCl concentration in water on the diffusion of CDs using two different ion force fields (i.e. JC and Madrid-2019) combined with the TIP4P/2005 water force field. The TIP4P/2005 force field was chosen since it was found to be the most accurate one combined with the q4md-CD force field (see Figure 7.2). The two ion force fields are selected based on the study by Döpke et al. [429] who showed that the JC and Madrid-2019 ion force fields combined with TIP4P/2005 can reproduce properties including ion hydration free energy, hydration radius reasonably well. In Figure 7.4, the computed self-diffusion coefficients of the α-, β-, and γ-CDs in the aqueous electrolyte solutions are shown as a function of the NaCl molarity from 0 up to 1 mol L\(^{-1}\) at 298.15 K. The diffusivity of all CDs decreases with the increase in NaCl concentration, regardless of the ion force field used. This is most likely caused by the preferential interaction of the ions with the hydroxyl groups of the CDs altering their hydration shell. Moreover, the viscosity of the solvent increases with the NaCl concentration (see Table A.12 of the Appendix), which also contributes to the slower diffusion of the CDs. In Figure 7.4, it can also be observed that for NaCl molarities up to 0.4 mol L\(^{-1}\), both ion force fields yield the same self-diffusivities (within the statistical uncertainty) for all three CDs. For higher ion concentrations (i.e., \(M_{\text{NaCl}}>0.6 \text{ mol L}^{-1}\) ), the computed self-diffusion coefficients of α- and β-CD using the two different ion force fields start to deviate from each other, showing that simulations using the Madrid-2019 force field always predict higher values. The difference between the two force field combinations becomes smaller as the size of the CD molecule increases (i.e from α to γ). In the case of γ-CD, both force fields practically predicts the same diffusion coefficients (see Figure 7.4c).

To obtain a better understanding of the cause for these differences, the radial dis-
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Figure 7.4: The computed self-diffusion coefficients of (a) \( \alpha \)-CD, (b) \( \beta \)-CD and (c) \( \gamma \)-CD as a function of NaCl molarity at \( T = 298.15 \) K and \( P = 1 \) bar. The symbols in black and red colors indicate the use of JC [388] and Madrid-2019 [428] NaCl force fields, respectively. For water the TIP4P2005 [295] water force field is used. The self-diffusivities are corrected for finite size effects using Eq. 2. The maximum statistical error in the computed self-diffusion coefficients is 10%. The error bars are smaller than the symbol size.

Distribution functions (RDFs) of the Na\(^+\) and Cl\(^-\) ions in respect to the center of mass of the CDs are calculated. Since the highest difference in the diffusion coefficients occurs at the highest NaCl concentration, we calculate the RDFs for the simulations at \( M_{\text{NaCl}} = 1.0 \) mol L\(^{-1}\). In Figures 7.5a, b, and c, the radial distribution function of the \( \alpha \)-, \( \beta \)-, and \( \gamma \)-CDs with the Cl\(^-\) ions are shown for the JC and Madrid-2019 force fields for \( M_{\text{NaCl}} = 1.0 \) mol L\(^{-1}\). JC Cl\(^-\) ions have a slightly higher affinity to interact with the CDs, expressed by a higher first peak on the RDF than the ions modelled using the Madrid-2019 force field. Figures 7.5b and c show that for the \( \beta \)- and \( \gamma \)-CDs a small peak appears at very short distances (ca. at \( d = 1.5 \) Å) if the Madrid-2019 force field is used. These peaks suggest that, although it is rare, the Cl\(^-\) ions can enter into the cavity of the CDs during the simulation. In Figures 7.5d, e, and f, the radial distribution function of \( \alpha \)-, \( \beta \)- and \( \gamma \)-CDs with Na\(^+\) ions are shown for the two force field combina-
Figure 7.5: Radial distribution functions for the distance between the center of mass of the α-, β- and γ-CDs and the Na\(^+\) and Cl\(^-\) ions at \(T = 298.15\) K and \(P = 1\) bar. (a), (b) and (c) subfigures show the RDFs of the Cl\(^-\) ions with the α-, β- and γ-CDs (from left to right). (d), (e) and (f) subfigures show the RDFs of the Na\(^+\) ions with the α-, β- and γ-CDs (from left to right). The black and red colors indicate the use of JC [388] and Madrid-2019 [428] ion force fields, respectively. For water the TIP4P/2005 [295] water force field is used.

In Figure 7.6, density contour plots of water, sodium, and chloride around the α-, β- and γ-CDs are shown. The contour surfaces show the locations where the density of the compound is equal to the set contour level. The contour levels of water, Na\(^+\), and Cl\(^-\) are 1.05, 1.5 and 1.3 times the bulk densities of the corresponding compounds, respectively. In-line with the RDFs shown in Figure 7.5, Na\(^+\) ions modelled with the JC force field (see Figures 7.6a, c and e) occupy a larger area around the CDs (corresponding to higher peaks in the RDF) than the Na\(^+\) using the Madrid-2019 force field (see Figures 7.6b, d and f). From the contour plots it can also be seen that the preferred location of the Na\(^+\) ions is near the hydroxyl groups of the larger rim of the CDs when the JC force field is used. When the Madrid-2019 model (see Figures 7.6b, d and f), Na\(^+\) ions are located further from the center of mass of the CDs but still lie in the vicinity of the hydroxyl groups of the large rims. Cl\(^-\) ions, regardless of the ion force field used, are always located outside of the CD, close to the center of the large rim.
Figure 7.6: Density contour plots of water and NaCl around the CDs at $T = 298.15$ K, $P = 1$ bar and $M_{\text{NaCl}} = 1.0$ mol L$^{-1}$. (a) and (b) show the density contour plots around the $\alpha$-CD. (c) and (d) show the density contour plots around the $\beta$-CD. (e) and (f) show the density contour plots around the $\gamma$-CD. For the contour plots on the left side of the figure, i.e. (a) (c) and (e), the JC [388] force field is used. For the contour plots on the right side of the figure, i.e. (b) (d) and (f), the Madrid-2019 [428] force field is used. The TIP4P/2005 [295] force field was used to model water. The green, orange, and blue colors indicate the Cl$^-$, Na$^+$ and water, respectively.

7.3.4. DIFFUSION OF THE $\beta$-CD:IBUPROFEN INCLUSION COMPLEX

Ibuprofen is an anti-inflammatory drug which is widely used worldwide for treating fever, pain and inflammation [447]. Due to its common use, ibuprofen is also a frequently detected contaminant in surface and ground waters [332, 333, 335, 448]. Since $\beta$-CD can be potentially used both as a drug delivery agent [57, 58, 61] and in waste water treatment applications [360–362], the mass transport of $\beta$-CD:ibuprofen inclusion complex is an important aspect in both applications. In our MD simulations, the
two possible orientations of ibuprofen inside the β-CD cavity are considered. In Orientation 1, the carboxyl group of ibuprofen is located near the small rim of the β-CD. In Orientation 2, the ibuprofen molecule is rotated by 180 degrees to place the carboxyl group near the large rim of the β-CD. A schematic representation of the orientations is shown in Figure 6.1b. The computed self-diffusion coefficients of the β-CD:Ibuprofen inclusion complex for the two orientations, and the free β-CD at 298.15 K are shown in Table 7.1. The values of the self-diffusivities of the two inclusion complexes are very close to each other (i.e. within 5%), and ca. 5-10% lower than the one of free β-CD.

Although no experimental measurements or molecular simulation computations of the self-diffusivity of the β-CD:Ibuprofen inclusion complex in aqueous solution are reported, Santos et al. [418] presented Taylor dispersion experiments for the free β-CD and the β-CD:caffeine inclusion complex. These experiments revealed that the diffusivity of the free β-CD is only slightly higher than the one of β-CD:caffeine inclusion complex (3.17×10⁻¹⁰ m² s⁻¹ and 3.05×10⁻¹⁰ m² s⁻¹, respectively). Santos et al. [418] concluded that the inclusion complex has practically the same diffusivity with the free β-CD. The authors justified this finding by the fact that caffeine molecule is fully included in the cavity of the β-CD. Although these experiments were carried out using a different guest molecule compared to this chapter, a comparison between the two can be justified because the size of caffeine is comparable to the size of ibuprofen. As shown in Table 7.1, the molecular simulation results are in full agreement with the experimental findings, showing no significant difference in the diffusivity of the free β-CD with the inclusion complex in water. In Figure A.9 of the Appendix, the RDFs of water in respect to the free β-CD and the inclusion complex in both orientations are shown. In the case of free β-CD, the RDF peak at a distance of approx. 2 Å indicates that water molecules enter the cavity, however, in the case of the inclusion complex, no peak in the RDF is observed. This means that ibuprofen fully occupies the cavity of the β-CD preventing water molecules from entering.
7.4. Conclusions

In this work, the self-diffusion coefficients of α-, β-, γ-CDs and the β-CD:Ibuprofen inclusion complex in aqueous solutions are computed by means of MD simulation and compared with the respective experimental measurements. The effect of the system size on the self-diffusion of CDs is investigated. It is shown that the YH correction can be 76% of the final self-diffusion coefficient value. This suggests that the use of system size corrections for mixtures with compounds which are considerably different in size is absolutely necessary even if relatively large system sizes are used in the MD simulations. The self-diffusion coefficients of the native CDs in water are computed using four different water force fields at temperatures ranging from 298.15 to 312.15 K, at a pressure of 1 bar. The q4md-CD force field by Cézard et al. [369] was used to model CDs. We found that by using the TIP4P/2005 force field, the experimentally measured self-diffusion coefficients can be computed very accurately. The physical properties of CDs which can influence their diffusivity, such as the number of hydrogen bonds formed within the CDs and between the CDs and water, the average number of water molecules in the cavity of the CDs, and the size of the lower and upper rims of the CDs are also investigated to obtain a better understanding of effect of the water force field on these properties. Our results show that the effect of the water force field on these properties is almost negligible. This suggests that the large differences in the predicted self-diffusion coefficients are not caused by structural differences (such as the size and shape) of the CDs when different water force fields are used but mainly depend on the performance of these force fields in predicting the density and transport properties of the pure solvent. To reveal the effect of the salt concentration of the solvent on the diffusion of CDs, the self-diffusion coefficient of the three native CDs with two different ion force fields are computed as a function of the NaCl concentration at 298.15 K and 1 bar. It was found that the diffusivity of all CDs decreases with the increasing NaCl concentration, regardless of the ion force field. It is also shown that the Na\(^+\) ion modelled by the JC force field has a higher affinity toward the CDs than the Madrid-2019 force field. This difference is likely the reason of the slower diffusivity of the α- and β-CDs when the JC force field is used. Finally, as a model system for drug delivery and also for waster treatment application of β-CD, the diffusion of the β-CD:Ibuprofen inclusion complex in water is studied. It is shown that self-diffusion coefficient of the inclusion complex is approximately 5-10% lower than the free β-CDs. The similar diffusivity of the inclusion complex and free β-CD is most likely caused by the nearly full inclusion of ibuprofen in the cavity of the β-CD. Our findings indicate that MD simulations can provide reasonable predictions for supporting experiments, and the necessary molecular level understanding which is useful for industrially relevant applications of CDs.
Molecular simulation can be a powerful tool for discovering new or identifying already existing materials which can contribute to the improvement of specific applications, and for obtaining detailed molecular understanding of phenomena at the molecular scale. In this thesis, specific applications of porous materials are studied using molecular simulations. The pressure of a nanoconfined fluid is one of the most important thermodynamic properties needed for an accurate description of, for example, the flow rate and diffusion coefficient of fluids in porous materials. The main difficulty of the pressure calculation arises from the ambiguous definition of the pressure tensor inside porous materials due to the presence of curved surfaces and confinement effects. In Chapter 2, the pressure of fluids in nanoporous materials is investigated based on the theory reported by Galteland et al. [147]. In this approach, two different pressures are needed to account for confinement effects in nanoporous materials: the differential pressure $P$, and the integral pressure $\hat{p}$. By definition, the differential pressure does not depend on the size of the system while the integral pressure does. The differential and integral pressures are different for small systems and become equal in the thermodynamic limit. It is shown that the difference between the computed differential and integral pressures for all studied cases approaches 0 with the size of the pore approaching infinity. This finding shows that the theory proposed by Galteland et al. [147] holds in physical systems. Since the pressure inside the pores influences the transport properties of the fluid, a related quantity, the ratio of driving force for mass transport, $\frac{d(\hat{p})}{dP}$, is also investigated. The term $\frac{d(\hat{p})}{dP}$ is the ratio of the pressure gradient for mass transport in the bulk phase $\frac{dP}{dL}$, and in the confined space, $\frac{d(\hat{p})}{dL}$, which is referred to as the ratio of driving forces for mass transport in this thesis. It is shown that the ratio of driving forces for mass transport in the bulk and in the confined fluid con-
considerably deviates from 1 for small pore sizes which indicates that the approximation \( \bar{p} \approx P \) does not hold on the nanoscale. Our findings and the findings of Galteland et al. [147] and Rauter et al. [174] indicate that the integral pressure should be incorporated in the modeling fluids in nanopores. For example, the different pressures should be considered in the Navier-Stokes equation during the modeling of a fluid flow through a nanopore. Besides testing theories, molecular simulations can be also used to identify new materials to improve the performance of specific applications. In Chapters 3 and 4, two computational screening studies of Metal-Organic Frameworks (MOFs) and zeolites are presented for adsorption driven chillers (ACs) and high-pressure H\(_2\) drying applications, respectively. In Chapter 3, 12 MOF structures are identified from 2,930 already synthesized frameworks as promising candidates for AC application. The deliverable working capacities of these MOFs are considerably higher (\( > 0.6 \text{ ml ml}^{-1} \)) than the previously reported highest value in literature (\( \sim 0.45 \text{ ml ml}^{-1} \)) [148]. To the best of our knowledge, these materials have not been considered before for AHP/ACs applications. Based on the obtained results, using the identified frameworks the efficiency of AC devices can be significantly improved. Since several assumptions are used in the simulations e.g. perfect crystal structures, rigid frameworks etc., the efficiency of the selected materials should be confirmed by experimental measurements. In Chapter 4, it is shown that zeolites with the lowest possible Si/Al ratio are ideal for high-pressure H\(_2\) drying applications. Based on this finding, 218 zeolites with the lowest possible Si/Al ratio are studied for this application. Zeolites which can be used to dry up to 8,000 times their own volume of H\(_2\) gas are identified based on the molecular simulation results. This indicates that zeolites with high Al content are potential candidates for high-pressure H\(_2\) drying applications. To date, most types of zeolites have not been synthesized with the highest possible Al content [283]. This shows that the development of new synthetic pathways allowing for the creation of zeolites with high Al content would be beneficial for high-pressure H\(_2\) drying. The findings of these two studies show that computational screening of porous materials can be used to provide fundamental guidance for experimental and computational investigations of MOFs and zeolites for specific applications. Besides looking for better performing structures from a large pool of candidates, the efficiency of applications can also be improved by understanding the involved processes and fine tuning of current materials. In case of porous materials, most of the physico-chemical phenomena occur inside pores, therefore, obtaining a molecular level understanding of the involved processes by using only experimental techniques can be challenging. In Chapters 5-7, zeolites and cyclodextrins (CDs) are studied to obtain a molecular level understanding on the physico-chemical phenomena involved during the removal of organic micropollutants (OMPs) from waste water using these materials. In Chapter 5, the adsorp-
The adsorption mechanism leading to the experimentally observed unexpected S-shaped adsorption isotherm of 2,4,6-trichlorophenol (TCP) on high-silica FAU-type zeolites is investigated. The adsorption mechanism is identified and the findings suggest that the experimentally measured S-shaped adsorption isotherm occurs due to the \( \pi - \pi \) stacking of the TCP molecules inside the alpha cage of the FAU-type zeolite. The alpha cages of FAU-type zeolites provided a possible accommodation for multiple TCP molecules as a potential condition of lateral interactions of TCP. The results indicate that lateral interactions between adsorbates can be expected on structures with pores that can accommodate several adsorbate molecules. This observation might be used in the design of new materials for waste water treatment applications. In Chapters 6 and 7, the inclusion complex formation of 6 OMPs with \( \beta \)-CD and the diffusivity of \( \alpha \), \( \beta \), \( \gamma \)-CD, and the \( \beta \)-CD:ibuprofen inclusion complexes in aqueous solutions are investigated. It is found that the computed binding free energies and binding enthalpies of the inclusion complexes, and self-diffusion coefficients of CDs are in reasonable agreement with experimental measurements. The inclusion complex formation is suggested to be one of the main mechanisms via which \( \beta \)-CD-based polymers capture OMPs. This indicates that the methods used in our study can provide valuable insight for the design and optimization of these materials. The reasonable prediction of the diffusivity of CDs and its inclusion complexes with ibuprofen indicate that MD simulations can be used to support experiments, and provide the necessary molecular level understanding which is useful for industrially relevant applications of CDs. Regarding molecular simulations for porous materials, one of the most important areas on which future research should focus is the more detailed description of frameworks. In most studies of porous materials, the polarizability and flexibility of the framework are neglected which may have a significant effect on the thermodynamical properties of the system. The reason to adopt these assumptions is twofold. First, including the flexibility and polarizability of the framework in simulations is computationally expensive. Second, there are only a limited number of available models which can account for the flexibility or polarizability of a framework. Usually these models are specifically derived for certain systems and cannot be used for others. With the continuously increasing computational capacity and with the appearance of new methods in force field development such as machine learning and artificial intelligence, it is possible that these assumptions will no longer be needed in future studies. Alternatively, molecular systems can be described with more computationally expensive and accurate methods, for example ab initio, density function theory etc. instead of classical force fields. With the continuous increase in computational capacity, ab initio based molecular simulations (e.g. ab initio molecular dynamics) will probably become more widespread.
Table A.1: Force field parameters (Lennard-Jones parameters) used for the MOF framework atoms from Chapter 3. The partial charges of the atoms are taken from the CIFs reported in the DDEC database [208].

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\frac{\epsilon}{k_B}$ / [K]</th>
<th>$\sigma$ / [Å]</th>
<th>Atom</th>
<th>$\frac{\epsilon}{k_B}$ / [K]</th>
<th>$\sigma$ / [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag</td>
<td>18.11</td>
<td>2.80</td>
<td>Mo</td>
<td>28.18</td>
<td>2.72</td>
</tr>
<tr>
<td>Al</td>
<td>156.00</td>
<td>3.91</td>
<td>N</td>
<td>38.95</td>
<td>3.26</td>
</tr>
<tr>
<td>As</td>
<td>206.34</td>
<td>3.70</td>
<td>Na</td>
<td>251.63</td>
<td>2.80</td>
</tr>
<tr>
<td>Au</td>
<td>19.63</td>
<td>2.93</td>
<td>Nb</td>
<td>29.70</td>
<td>2.82</td>
</tr>
<tr>
<td>B</td>
<td>47.81</td>
<td>3.58</td>
<td>Nd</td>
<td>5.03</td>
<td>3.19</td>
</tr>
<tr>
<td>Ba</td>
<td>183.19</td>
<td>3.30</td>
<td>Ne</td>
<td>21.14</td>
<td>2.89</td>
</tr>
<tr>
<td>Be</td>
<td>42.77</td>
<td>2.45</td>
<td>Ni</td>
<td>7.55</td>
<td>2.52</td>
</tr>
<tr>
<td>Bi</td>
<td>260.69</td>
<td>3.89</td>
<td>Np</td>
<td>9.56</td>
<td>3.05</td>
</tr>
<tr>
<td>Br</td>
<td>186.19</td>
<td>3.52</td>
<td>O</td>
<td>48.16</td>
<td>3.03</td>
</tr>
<tr>
<td>C</td>
<td>47.86</td>
<td>3.47</td>
<td>P</td>
<td>161.03</td>
<td>3.70</td>
</tr>
<tr>
<td>Ca</td>
<td>25.16</td>
<td>3.09</td>
<td>Pb</td>
<td>333.67</td>
<td>3.83</td>
</tr>
<tr>
<td>Cd</td>
<td>114.73</td>
<td>2.54</td>
<td>Pr</td>
<td>5.03</td>
<td>3.21</td>
</tr>
<tr>
<td>Ce</td>
<td>6.54</td>
<td>3.17</td>
<td>Pt</td>
<td>40.26</td>
<td>2.45</td>
</tr>
<tr>
<td>Cl</td>
<td>142.56</td>
<td>3.52</td>
<td>Pu</td>
<td>8.05</td>
<td>3.05</td>
</tr>
<tr>
<td>Co</td>
<td>7.05</td>
<td>2.56</td>
<td>Rb</td>
<td>20.13</td>
<td>3.67</td>
</tr>
<tr>
<td>Cr</td>
<td>7.55</td>
<td>2.69</td>
<td>Re</td>
<td>33.22</td>
<td>2.63</td>
</tr>
<tr>
<td>Cs</td>
<td>22.65</td>
<td>4.02</td>
<td>Rh</td>
<td>26.67</td>
<td>2.61</td>
</tr>
<tr>
<td>Cu</td>
<td>2.52</td>
<td>3.11</td>
<td>Ru</td>
<td>28.18</td>
<td>2.64</td>
</tr>
<tr>
<td>Dy</td>
<td>3.52</td>
<td>3.05</td>
<td>S</td>
<td>173.11</td>
<td>3.59</td>
</tr>
<tr>
<td>Er</td>
<td>3.52</td>
<td>3.02</td>
<td>Sb</td>
<td>225.95</td>
<td>3.94</td>
</tr>
<tr>
<td>F</td>
<td>36.48</td>
<td>3.09</td>
<td>Sc</td>
<td>9.56</td>
<td>2.94</td>
</tr>
<tr>
<td>Fe</td>
<td>6.54</td>
<td>2.59</td>
<td>Se</td>
<td>216.41</td>
<td>3.59</td>
</tr>
<tr>
<td>Ga</td>
<td>208.84</td>
<td>3.90</td>
<td>Si</td>
<td>156.00</td>
<td>3.80</td>
</tr>
<tr>
<td>Gd</td>
<td>4.53</td>
<td>3.00</td>
<td>Sm</td>
<td>4.03</td>
<td>3.14</td>
</tr>
<tr>
<td>Ge</td>
<td>201.31</td>
<td>3.80</td>
<td>Sn</td>
<td>276.80</td>
<td>3.98</td>
</tr>
<tr>
<td>H</td>
<td>7.65</td>
<td>2.85</td>
<td>Sr</td>
<td>118.27</td>
<td>3.24</td>
</tr>
<tr>
<td>He</td>
<td>10.90</td>
<td>2.64</td>
<td>Te</td>
<td>200.28</td>
<td>3.98</td>
</tr>
<tr>
<td>Hf</td>
<td>36.24</td>
<td>2.80</td>
<td>Th</td>
<td>13.09</td>
<td>3.03</td>
</tr>
<tr>
<td>Hg</td>
<td>193.76</td>
<td>2.41</td>
<td>Ti</td>
<td>8.55</td>
<td>2.83</td>
</tr>
<tr>
<td>Ho</td>
<td>3.52</td>
<td>3.04</td>
<td>Tm</td>
<td>3.02</td>
<td>3.01</td>
</tr>
<tr>
<td>I</td>
<td>256.67</td>
<td>3.70</td>
<td>U</td>
<td>11.07</td>
<td>3.03</td>
</tr>
<tr>
<td>In</td>
<td>301.43</td>
<td>3.98</td>
<td>V</td>
<td>8.05</td>
<td>2.80</td>
</tr>
<tr>
<td>K</td>
<td>17.61</td>
<td>3.40</td>
<td>W</td>
<td>33.72</td>
<td>2.73</td>
</tr>
<tr>
<td>La</td>
<td>8.56</td>
<td>3.14</td>
<td>Y</td>
<td>36.24</td>
<td>2.98</td>
</tr>
<tr>
<td>Li</td>
<td>12.58</td>
<td>2.18</td>
<td>Yb</td>
<td>114.75</td>
<td>2.99</td>
</tr>
<tr>
<td>Lu</td>
<td>20.63</td>
<td>3.24</td>
<td>Zn</td>
<td>62.40</td>
<td>2.46</td>
</tr>
<tr>
<td>Mg</td>
<td>55.86</td>
<td>2.69</td>
<td>Zr</td>
<td>34.72</td>
<td>2.78</td>
</tr>
<tr>
<td>Mn</td>
<td>6.54</td>
<td>2.64</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.2: Force field parameters (Lennard-Jones parameters and partial charges) used for methanol and ethanol [213] in Chapter 3.

<table>
<thead>
<tr>
<th>Atom type</th>
<th>$\frac{\epsilon}{k_B}$ / [K]</th>
<th>$\sigma$ / [Å]</th>
<th>$q$ / [e]</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$</td>
<td>98</td>
<td>3.75</td>
<td>0.265</td>
</tr>
<tr>
<td>CH$_2$</td>
<td>46</td>
<td>3.95</td>
<td>0.265</td>
</tr>
<tr>
<td>O</td>
<td>93</td>
<td>3.02</td>
<td>-0.70</td>
</tr>
<tr>
<td>H</td>
<td>0.5</td>
<td>0.5</td>
<td>0.435</td>
</tr>
</tbody>
</table>
Table A.3: The calculated saturation vapor pressures of methanol and ethanol as used in Chapter 3, as a function of temperature. The vapor pressures are calculated using the Antoine equation [225, 226].

<table>
<thead>
<tr>
<th>$T \text{ / } [K]$</th>
<th>$P_{0}^{\text{methanol}} \text{ / [kPa]}$</th>
<th>$P_{0}^{\text{ethanol}} \text{ / [kPa]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>288</td>
<td>9.79</td>
<td>4.28</td>
</tr>
<tr>
<td>290</td>
<td>10.94</td>
<td>4.85</td>
</tr>
<tr>
<td>292</td>
<td>12.21</td>
<td>5.48</td>
</tr>
<tr>
<td>294</td>
<td>13.60</td>
<td>6.18</td>
</tr>
<tr>
<td>296</td>
<td>15.13</td>
<td>6.96</td>
</tr>
<tr>
<td>298</td>
<td>16.81</td>
<td>7.82</td>
</tr>
<tr>
<td>300</td>
<td>18.64</td>
<td>8.77</td>
</tr>
<tr>
<td>302</td>
<td>20.63</td>
<td>9.82</td>
</tr>
<tr>
<td>304</td>
<td>22.81</td>
<td>10.97</td>
</tr>
<tr>
<td>306</td>
<td>25.18</td>
<td>12.25</td>
</tr>
<tr>
<td>308</td>
<td>27.75</td>
<td>13.65</td>
</tr>
<tr>
<td>310</td>
<td>30.55</td>
<td>15.18</td>
</tr>
<tr>
<td>312</td>
<td>33.58</td>
<td>16.86</td>
</tr>
<tr>
<td>314</td>
<td>36.86</td>
<td>18.69</td>
</tr>
<tr>
<td>316</td>
<td>40.40</td>
<td>20.70</td>
</tr>
<tr>
<td>318</td>
<td>44.24</td>
<td>22.88</td>
</tr>
<tr>
<td>320</td>
<td>48.37</td>
<td>25.26</td>
</tr>
</tbody>
</table>
Table A.4: Summary of structural analysis of the best 12 structures with ethanol from Chapter 3 including largest cavity diameter (LCD), pore limiting diameter (PLD), helium void fraction ($\phi_{He}$), volumetric surface area (VSA), cluster type, ligands, coordination, functional groups, dimensionality, presence of coordinatively unsaturated sites (CUS) and the references (Ref.) to the original publications reporting the MOF structures.

<table>
<thead>
<tr>
<th>Name</th>
<th>Common name</th>
<th>Ref.</th>
<th>PLD / Å</th>
<th>LCD / Å</th>
<th>$\phi$ / -</th>
<th>VSA / m$^2$/cm$^3$</th>
<th>$\Delta W_{del}$</th>
<th>Cluster-type</th>
<th>Ligand 1</th>
<th>Coordination</th>
<th>Functional groups</th>
<th>CUS</th>
<th>Dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANOGIA</td>
<td>UMCNM-152</td>
<td>[235]</td>
<td>6.76</td>
<td>13.85</td>
<td>0.66</td>
<td>2137</td>
<td>0.04</td>
<td>0.538</td>
<td>CuO$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>Yes 3D</td>
</tr>
<tr>
<td>RUVKAY</td>
<td>PCN-46</td>
<td>[236]</td>
<td>7.15</td>
<td>11.95</td>
<td>0.62</td>
<td>2149</td>
<td>0.04</td>
<td>0.594</td>
<td>CuO$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>Yes 3D</td>
</tr>
<tr>
<td>FIJNROG</td>
<td></td>
<td>[237]</td>
<td>7.90</td>
<td>12.59</td>
<td>0.78</td>
<td>1962</td>
<td>0.05</td>
<td>0.344</td>
<td>Zn$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>CL (1)</td>
<td>11 (2)</td>
</tr>
<tr>
<td>IYIHJJU</td>
<td></td>
<td>[449]</td>
<td>10.44</td>
<td>11.84</td>
<td>0.75</td>
<td>1982</td>
<td>0.05</td>
<td>0.447</td>
<td>Zn$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>CL (1)</td>
<td>11 (2)</td>
</tr>
<tr>
<td>ZECKOI</td>
<td></td>
<td>[450]</td>
<td>7.76</td>
<td>10.01</td>
<td>0.74</td>
<td>2140</td>
<td>0.05</td>
<td>0.472</td>
<td>CuO$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>Yes 3D</td>
</tr>
<tr>
<td>FUCNEX</td>
<td></td>
<td>[237]</td>
<td>12.48</td>
<td>13.22</td>
<td>0.81</td>
<td>1873</td>
<td>0.07</td>
<td>0.294</td>
<td>Zn$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>CL (1)</td>
<td>11 (2)</td>
</tr>
<tr>
<td>IRMOF-6</td>
<td></td>
<td>[238]</td>
<td>6.91</td>
<td>15.94</td>
<td>0.77</td>
<td>2079</td>
<td>0.07</td>
<td>0.426</td>
<td>Zn$_2$O$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>- No 3D</td>
</tr>
<tr>
<td>XEBHOC</td>
<td>Cu$_2$(TCPDIA)</td>
<td>[239]</td>
<td>9.91</td>
<td>12.08</td>
<td>0.86</td>
<td>2170</td>
<td>0.07</td>
<td>0.646</td>
<td>CuO$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>Yes 3D</td>
</tr>
<tr>
<td>FEFDNB</td>
<td>DMOF-1-bpdc</td>
<td>[451]</td>
<td>11.61</td>
<td>13.11</td>
<td>0.76</td>
<td>1873</td>
<td>0.08</td>
<td>0.54</td>
<td>Zn$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>No 3D</td>
</tr>
<tr>
<td>PEVCEO</td>
<td>IRMOF-1</td>
<td>[240]</td>
<td>7.95</td>
<td>14.86</td>
<td>0.84</td>
<td>2184</td>
<td>0.00</td>
<td>0.638</td>
<td>Zn$_2$O$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>- No 3D</td>
</tr>
<tr>
<td>HAFTOZ</td>
<td></td>
<td>[239]</td>
<td>7.62</td>
<td>15.37</td>
<td>0.81</td>
<td>2005</td>
<td>0.1</td>
<td>0.606</td>
<td>Na$_2$O$_2^{1+}$</td>
<td>[H$_2$C$_8$O$_4$]$_2^{2-}$</td>
<td>-</td>
<td>CL (16)</td>
<td>- No 3D</td>
</tr>
<tr>
<td>GUNSHWO1</td>
<td></td>
<td>[241]</td>
<td>7.34</td>
<td>9.61</td>
<td>0.74</td>
<td>2301</td>
<td>0.23</td>
<td>0.553</td>
<td>MnO$_2^{1+}$</td>
<td>[Cu$_2$O$_2$]$_2^{2-}$</td>
<td>-</td>
<td>CL (1)</td>
<td>Yes 3D</td>
</tr>
</tbody>
</table>

$\alpha$ - $\alpha$ represents the relative pressure value where the loading is equal to the half of the possible maximum loading of the structure.

The pore limiting diameter (PLD), largest cavity diameter (LCD), and volumetric surface area (VSA) are calculated using the Zeo++ software package [223, 224]. The helium void fraction ($\phi_{He}$) of the structures are calculated with Widom test particle insertion method implemented in the RASPA software package [90]. The deliverable working capacity ($\Delta W_{del}$) is calculated as the difference in loadings before and after the adsorption step.
Table A.5: Lennard-Jones parameters and atomic charges used in Chapter 4. O\textsubscript{Zeolite} represents the oxygen atoms of the zeolite connected to an Al atom, O\textsubscript{Zeolite} represents the oxygen atoms of the zeolite connected to only Si atoms, O\textsubscript{water} is the oxygen atom of the water molecule, L\textsubscript{water} is dummy atom of the TIP5P/Ew water model [285], H\textsubscript{water} is the hydrogen atom of the water molecule [97].

<table>
<thead>
<tr>
<th>Atom type</th>
<th>$\frac{\epsilon}{k_B} / [K]$</th>
<th>$\sigma / [\text{Å}]$</th>
<th>Atomic charge</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si\textsubscript{Zeolite}</td>
<td>0</td>
<td>0</td>
<td>0.786</td>
<td>[87]</td>
</tr>
<tr>
<td>Al\textsubscript{Zeolite}</td>
<td>0</td>
<td>0</td>
<td>0.486</td>
<td>[87]</td>
</tr>
<tr>
<td>O\textsubscript{Zeolite}</td>
<td>0</td>
<td>0</td>
<td>-0.393</td>
<td>[87]</td>
</tr>
<tr>
<td>O\textsubscript{Zeolite}</td>
<td>0</td>
<td>0</td>
<td>-0.414</td>
<td>[87]</td>
</tr>
<tr>
<td>O\textsubscript{water}</td>
<td>89.52</td>
<td>3.10</td>
<td>0</td>
<td>[285]</td>
</tr>
<tr>
<td>L\textsubscript{water}</td>
<td>0</td>
<td>0</td>
<td>-0.241</td>
<td>[285]</td>
</tr>
<tr>
<td>H\textsubscript{water}</td>
<td>0</td>
<td>0</td>
<td>0.241</td>
<td>[285]</td>
</tr>
<tr>
<td>Na\textsubscript{Zeolite}</td>
<td>251.78</td>
<td>3.14</td>
<td>0.383</td>
<td>[87]</td>
</tr>
<tr>
<td>H\textsubscript{H2}</td>
<td>36.73</td>
<td>2.96</td>
<td>0</td>
<td>[97]</td>
</tr>
</tbody>
</table>
Table A.6: Lennard-Jones parameters for the interaction between specific interaction sites used in Chapter 4. $O_{\text{Zeolite}}$ represents the oxygen atoms of the zeolite connected to an Al atom, $O_{\text{Zeolite}}$ represents the oxygen atoms of the zeolite connected to only Si atoms, $O_{\text{water}}$ is the oxygen atom of the water molecule, $L_{\text{water}}$ is dummy atom of the TIP5P/Ew water model [285], $H_2$ is the interaction site of the one-site hydrogen model [97].

<table>
<thead>
<tr>
<th>Site 1</th>
<th>Site 2</th>
<th>$\epsilon / k_B$ [K]</th>
<th>$\sigma$ [Å]</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>Si$_{\text{Zeolite}}$</td>
<td>28.26</td>
<td>1.85</td>
<td>[97]</td>
</tr>
<tr>
<td>$H_2$</td>
<td>Al$_{\text{Zeolite}}$</td>
<td>26.51</td>
<td>1.99</td>
<td>4</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$O_{\text{Zeolite}}$</td>
<td>66.06</td>
<td>2.89</td>
<td>[97]</td>
</tr>
<tr>
<td>$H_2$</td>
<td>$O_{Azeolite}$</td>
<td>66.06</td>
<td>2.89</td>
<td>4</td>
</tr>
<tr>
<td>$H_2$</td>
<td>Na$_{\text{Zeolite}}$</td>
<td>220</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$O_{\text{Zeolite}}$</td>
<td>Na$_{\text{Zeolite}}$</td>
<td>33</td>
<td>3.2</td>
<td>[87]</td>
</tr>
<tr>
<td>$O_{\text{Zeolite}}$</td>
<td>$O_{\text{water}}$</td>
<td>13.71</td>
<td>3.38</td>
<td>[87]</td>
</tr>
<tr>
<td>$O_{Azeolite}$</td>
<td>Na$_{\text{Zeolite}}$</td>
<td>23</td>
<td>3.4</td>
<td>[87]</td>
</tr>
<tr>
<td>$O_{Azeolite}$</td>
<td>$O_{\text{water}}$</td>
<td>13.71</td>
<td>3.38</td>
<td>[87]</td>
</tr>
<tr>
<td>Na$_{\text{Zeolite}}$</td>
<td>$O_{\text{water}}$</td>
<td>75</td>
<td>2.39</td>
<td>[87]</td>
</tr>
</tbody>
</table>

Table A.7: Fugacity coefficients of water and $H_2$ in the infinitely diluted water/$H_2$ mixture at 400 and 875 bar used for Chapter 4. The coefficients were calculated by performing CFC simulations in the NPT ensemble [89, 292]. Fugacity coefficients of bulk $H_2$ reported in the NIST reference fluid thermodynamic and transport properties (REFPROP) database [452] at $P = 400$ and 875 bar, and $T = 310$ K.

<table>
<thead>
<tr>
<th>Component</th>
<th>Fugacity coefficient</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P = 400$ bar</td>
<td>$P = 875$ bar</td>
</tr>
<tr>
<td>Water</td>
<td>1.10</td>
<td>1.46</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>1.26</td>
<td>1.68</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>1.27</td>
<td>1.70</td>
</tr>
</tbody>
</table>
Figure A.1: Radial distribution functions for the oxygen atoms of the water molecules and the Na\(^+\) cations on MOR- (black), MFI- (red), LTA- (blue), and FAU-type (green) zeolites with the lowest Si/Al ratio at \(P = 875\) bar, \(T = 310\) K, and \(y_{\text{H}_2\text{O}} = 12.3\) ppm (molar) for Chapter 4. The computed loading of each component and the Si/Al ratio of each zeolite type are listed in the Supporting Information of Ref. [289].

Figure A.2: Representation of the 2,4,6-trichlorophenol molecule used in Chapter 5. The atom names are shown in red.
Table A.8: Lennard-Jones parameters and atomic charges used in Chapter 5. Atom names are shown in Figure A.2 for TCP. The force field parameters of TCP, water, zeolite are taken from the GAFF [314], SPC/E [315], and ClayFF [316], respectively.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Atom name</th>
<th>Atom type</th>
<th>$\epsilon_{ii} / [K]$</th>
<th>$\sigma_{ii} / [\text{Å}]$</th>
<th>$q_i / [\text{e}^-]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,4,6-trichlorophenol</td>
<td>C1</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>0.543841</td>
</tr>
<tr>
<td></td>
<td>C2</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>-0.246516</td>
</tr>
<tr>
<td></td>
<td>C3</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>-0.246516</td>
</tr>
<tr>
<td></td>
<td>C4</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>0.073606</td>
</tr>
<tr>
<td></td>
<td>C5</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>0.073606</td>
</tr>
<tr>
<td></td>
<td>C6</td>
<td>CA</td>
<td>43.277</td>
<td>3.4</td>
<td>-0.143285</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>O</td>
<td>105.877</td>
<td>3.066</td>
<td>-0.524338</td>
</tr>
<tr>
<td></td>
<td>Cl1</td>
<td>CL</td>
<td>85.547</td>
<td>3.475</td>
<td>-0.051323</td>
</tr>
<tr>
<td></td>
<td>Cl2</td>
<td>CL</td>
<td>85.547</td>
<td>3.475</td>
<td>-0.051323</td>
</tr>
<tr>
<td></td>
<td>Cl3</td>
<td>CL</td>
<td>85.547</td>
<td>3.475</td>
<td>-0.083382</td>
</tr>
<tr>
<td></td>
<td>H1</td>
<td>HA</td>
<td>7.55</td>
<td>2.6</td>
<td>0.141479</td>
</tr>
<tr>
<td></td>
<td>H2</td>
<td>HA</td>
<td>7.55</td>
<td>2.6</td>
<td>0.141479</td>
</tr>
<tr>
<td></td>
<td>H3</td>
<td>HO</td>
<td>0</td>
<td>0</td>
<td>0.372672</td>
</tr>
<tr>
<td>Water</td>
<td>O</td>
<td>OW</td>
<td>78.208</td>
<td>3.166</td>
<td>-0.8476</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>HOW</td>
<td>0</td>
<td>0</td>
<td>0.4238</td>
</tr>
<tr>
<td>Zeolite</td>
<td>Si</td>
<td>SI</td>
<td>0</td>
<td>3.302</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>Al</td>
<td>AL</td>
<td>0</td>
<td>3.302</td>
<td>1.575</td>
</tr>
<tr>
<td></td>
<td>OSi</td>
<td>OSI</td>
<td>78.2</td>
<td>3.166</td>
<td>-1.05</td>
</tr>
<tr>
<td></td>
<td>OAl</td>
<td>OAL</td>
<td>78.2</td>
<td>3.166</td>
<td>-1.16875</td>
</tr>
<tr>
<td></td>
<td>Na</td>
<td>NA</td>
<td>65.5</td>
<td>2.35</td>
<td>1</td>
</tr>
</tbody>
</table>

Table A.9: Bond angle bending parameters for all angle types used in Chapter 5. The force field parameters of TCP and water, are taken from the GAFF [314] and SPC/E [315] force fields, respectively.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Bond</th>
<th>$K_\theta / [K \text{ rad}^2]$</th>
<th>$\theta_0 / [\text{degrees}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,4,6-trichlorophenol</td>
<td>CA-CA-CA</td>
<td>33806.3</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>CA-O-CA</td>
<td>35149.9</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>CA-CA-CL</td>
<td>31662.6</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>CA-CA-HA</td>
<td>24386.0</td>
<td>120.00</td>
</tr>
<tr>
<td></td>
<td>CA-O-HO</td>
<td>24582.3</td>
<td>109.47</td>
</tr>
<tr>
<td>Water</td>
<td>HW-OW-HW</td>
<td>fixed</td>
<td>109.47</td>
</tr>
</tbody>
</table>

Table A.10: Dihedral angle torsion parameters for all dihedral type used in Chapter 5. The force field parameters of TCP are taken from the GAFF [314] force field.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Dihedral angle</th>
<th>$a_0 / [\text{kJ mol}^{-1}]$</th>
<th>$a_1 / [-]$</th>
<th>$\delta / [\text{degrees}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,4,6-trichlorophenol</td>
<td>CA-CA-CA-CA</td>
<td>15.166</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>CA-O-HO</td>
<td>3.765</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>CA-CA-CA-CL</td>
<td>4.6</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>CA-CA-O-CA</td>
<td>4.6</td>
<td>2</td>
<td>180</td>
</tr>
<tr>
<td></td>
<td>CA-CA-CA-HA</td>
<td>4.6</td>
<td>2</td>
<td>180</td>
</tr>
</tbody>
</table>
A.1. **ATTACH-PULL-RELEASE (APR) METHOD**

A short description of the Attach-Pull-Release method used in Chapter 6 for the calculation of binding free energies the selected OMPs with $\beta$CD [386] is provided here. In this method, the calculation of the binding free energy is divided into four parts. In the first part (attachment phase), thermodynamic integration is performed to measure the amount of work needed for transferring the host-guest complex to a reference state from its equilibrium configuration. In the second part (pulling phase), the reference state is taken as the initial configuration, and the guest molecule is pulled out of the host to a distance at which the host-guest interactions vanish. In the third part (detachment phase), a thermodynamic integration is performed, starting from the final configuration of the second part, to measure the amount of work which is needed to remove the restraints imposed on the host molecule. In the final part, the rest of the imposed restraints are accounted for using a semi-analytical expression and the amount of work needed to transfer the guest to standard conditions is calculated. The binding free energy can be calculated by combining all of the components of the work obtained from the four parts. The detailed description of the APR method can be found in the study by Henriksen et al. [386]. The same terminology is used in this work as in the original publication of the method. In the attachment phase, the distance/angle restraints between the OMP and the anchor ($\lambda_p$), and the dihedral restraints of the $\beta$CD ($\lambda_c$) are gradually turned on over 53 simulation windows from $\lambda_p, \lambda_c = 0$ to $\lambda_p, \lambda_c = 1$. The $\lambda$ values are uniformly distributed over the 53 simulation windows. The final force constant for the distance restraint at $\lambda_p = 1$ is $k_{\text{dist-OMP}} = 8368$ kJ mol$^{-1}$ nm$^{-2}$ and for the angle restraints the final force constant is $k_{\text{ang-OMP}} = 836.8$ kJ mol$^{-1}$ rad$^{-2}$. The force constant of the dihedral restraints at $\lambda_c = 1$ is $k_{\text{ang-\betaCD}} = 50.316$ kJ mol$^{-1}$ rad$^{-2}$. The free energy difference is calculated by using the built-in BAR module in GROMACS [387] which is based on the Bennett’s acceptance ratio method [453].

In the pulling phase, all of the restraints are fully turned on and the equilibrium distance between the OMP and the anchor is varied from 6 Å to 24 Å over 73 simulation windows which entails a 0.25 Å difference between two adjacent simulation windows. The free energy difference of the pulling phase is calculated using the built-in WHAM module in GROMACS [387] which is based on the weighted histogram analysis method. The uncertainties are calculated using the bootstrapping method built-in to the WHAM module [454].

In the detachment phase, the dihedral restraints of the $\beta$CD are turned off using the same methodology as in the attachment. This stage consisted of 53 simulation windows with a uniformly distributed $\lambda_c$ from 1 to 0. The free energy difference is calculated the using the built-in BAR module in GROMACS which is based on the Ben-
SOLVENT BALANCE METHOD

In all simulations the system consists of a \( \beta \)CD, an OMP, 3 anchor atoms, 6000 water molecules, 6 pairs of sodium chloride and the necessary amount of sodium to make the system charge neutral.

A.2. SOLVENT BALANCE METHOD

A short description of the Solvent balance method used for the calculation of binding enthalpies of the selected OMPs with \( \beta \)CD [395] in Chapter 6 is provided here. In this method, four separate simulations are carried out and the binding enthalpy is calculated based on the potential energies of the four systems. To obtain the binding enthalpy, it is necessary to simulate the following distinct systems: (1) the host-guest complex in the solvent, (2) the free host in the solvent, (3) the free guest in the solvent, and (4) the pure solvent. The trajectories produced in the simulations (1), (2), (3), and (4) are referred to as (SOLV), (HOST), (GUEST), and (COMP) trajectories. In these simulations, no restraints are used. In all simulations 3000 water molecules, 3 pairs of ions (sodium chloride) and the necessary amount of sodium ions to make the system charge neutral are used. All MD simulations are performed for 1.5 \( \mu \)s and the averages are calculated from that trajectory. For more details and discussion of the theoretical background of this method the reader is referred to the study by Fenley et al. [395].

The enthalpy decomposition followed a similar methodology as presented by Tang et. al. [366]. The decomposed enthalpy terms are defined as follows:

\[
\Delta H_{\text{host–guest}} = \langle E_{\text{host–guest}} \rangle_{\text{COMP}} - \langle E_{\text{host}} \rangle_{\text{HOST}} - \langle E_{\text{guest}} \rangle_{\text{GUEST}} \tag{A.1}
\]

\[
\Delta H_{\text{host configuration}} = \langle E_{\text{host}} \rangle_{\text{COMP}} - \langle E_{\text{host}} \rangle_{\text{HOST}} \tag{A.2}
\]

\[
\Delta H_{\text{guest configuration}} = \langle E_{\text{guest}} \rangle_{\text{COMP}} - \langle E_{\text{guest}} \rangle_{\text{GUEST}} \tag{A.3}
\]

\[
\Delta H_{\text{solute intermolecular}} = \langle E_{\text{host–guest}} \rangle_{\text{COMP}} - \langle E_{\text{host}} \rangle_{\text{COMP}} - \langle E_{\text{guest}} \rangle_{\text{COMP}} \tag{A.4}
\]

\[
\Delta H_{\text{desolvation}} = \Delta H_{\text{host–solvent}} + \Delta H_{\text{guest–solvent}} + \Delta H_{\text{solvent–solvent}} \tag{A.5}
\]

\[
\Delta H_{\text{host–solvent}} = \left( \langle E_{\text{solvent–host}} \rangle_{\text{COMP}} - \langle E_{\text{solvent}} \rangle_{\text{COMP}} - \langle E_{\text{host}} \rangle_{\text{COMP}} \right)
- \left( \langle E_{\text{solvent–host}} \rangle_{\text{HOST}} - \langle E_{\text{solvent}} \rangle_{\text{HOST}} - \langle E_{\text{host}} \rangle_{\text{HOST}} \right) \tag{A.6}
\]

\[
\Delta H_{\text{guest–solvent}} = \left( \langle E_{\text{solvent–guest}} \rangle_{\text{COMP}} - \langle E_{\text{solvent}} \rangle_{\text{COMP}} - \langle E_{\text{guest}} \rangle_{\text{COMP}} \right)
- \left( \langle E_{\text{solvent–guest}} \rangle_{\text{GUEST}} - \langle E_{\text{solvent}} \rangle_{\text{GUEST}} - \langle E_{\text{guest}} \rangle_{\text{GUEST}} \right) \tag{A.7}
\]

\[
\Delta H_{\text{solvent–solvent}} = \langle E_{\text{solvent}} \rangle_{\text{COMP}} + \langle E_{\text{solvent}} \rangle_{\text{solvent}} - \langle E_{\text{solvent}} \rangle_{\text{HOST}} - \langle E_{\text{solvent}} \rangle_{\text{GUEST}} \tag{A.8}
\]

Here the \( \langle E_{\text{solvent}} \rangle_{\text{COMP}}, \langle E_{\text{host}} \rangle_{\text{COMP}}, \langle E_{\text{guest}} \rangle_{\text{COMP}}, \langle E_{\text{host–guest}} \rangle_{\text{COMP}} \) are the av-
average potential energies of the solvent, the βCD, the OMP, and the βCD-OMP complex in the (COMP) simulation trajectory, respectively. The $\langle E_{\text{solvent}} \rangle_{\text{HOST}}$, $\langle E_{\text{host}} \rangle_{\text{HOST}}$, $\langle E_{\text{solvent-host}} \rangle_{\text{HOST}}$ terms are representing the average potential energies of the solvent, the βCD, and the host+solvent together in the (HOST) trajectory. The $\langle E_{\text{solvent}} \rangle_{\text{GUEST}}$, $\langle E_{\text{guest}} \rangle_{\text{GUEST}}$, $\langle E_{\text{solvent-guest}} \rangle_{\text{GUEST}}$ terms are representing the average potential energies of the solvent, the OMP, and the guest+solvent together in the (GUEST) trajectory.

### A.3. Combined Binding Free Energy and Enthalpy Calculation

In Chapter 6, computed and experimentally measured binding free energies and binding enthalpies are compared. Since several binding orientations can contribute to the binding of OMPs with β-CD, the predicted binding free energies and binding enthalpies are calculated by combining the results from several binding orientations. The following equation is used to obtain the binding free energy based on the different binding orientations [386]:

$$\Delta G_{\text{combined}} = -RT \ln \sum_{n=1}^{N_m} e^{-\frac{\Delta G_n}{RT}}$$  \hspace{1cm} (A.11)

where $\Delta G_{\text{combined}}$ is the combined free energy of the different orientations, $R$ is the universal gas constant, $T$ is temperature, $N_m$ is the total number of different binding orientations, and $\Delta G_n$ is the binding free energy of binding orientation $n$. The symbol $\Delta$ indicates the difference between two states of the system, namely, the state in which the OMP is in the bulk phase and the state in which the OMP forms an inclusion complex with the βCD. Similarly, the combined binding enthalpy, $\Delta H_{\text{combined}}$, is calculated using [386]:

$$\Delta H_{\text{combined}} = \frac{\sum_{n=1}^{N_m} \Delta H_n e^{-\frac{\Delta G_n}{RT}}}{\sum_{n=1}^{N_m} e^{-\frac{\Delta G_n}{RT}}}$$  \hspace{1cm} (A.12)

where $\Delta H_n$ is the binding enthalpy of binding orientation $n$. 
Table A.11: Computed shear viscosities ($\eta$) of water for four different water force fields for temperatures from 298.15 K to 312.15 K and at $P = 1$ bar for Chapter 7. The numbers in the brackets indicate the uncertainty (one standard deviation) in the last digit.

<table>
<thead>
<tr>
<th>$T$ / [K]</th>
<th>$\eta_{\text{TIP3P}}$ / [mPa s]</th>
<th>$\eta_{\text{Bind3P}}$ / [mPa s]</th>
<th>$\eta_{\text{SPC/E}}$ / [mPa s]</th>
<th>$\eta_{\text{TIP4P/2005}}$ / [mPa s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>298.15</td>
<td>0.33(2)</td>
<td>0.29(1)</td>
<td>0.72(2)</td>
<td>0.90(4)</td>
</tr>
<tr>
<td>303.15</td>
<td>0.31(2)</td>
<td>0.28(1)</td>
<td>0.68(3)</td>
<td>0.81(3)</td>
</tr>
<tr>
<td>308.15</td>
<td>0.29(1)</td>
<td>0.26(1)</td>
<td>0.64(3)</td>
<td>0.73(3)</td>
</tr>
<tr>
<td>312.15</td>
<td>0.27(1)</td>
<td>0.25(1)</td>
<td>0.59(4)</td>
<td>0.68(4)</td>
</tr>
</tbody>
</table>

Table A.12: Computed shear viscosities ($\eta$) of water for different NaCl concentrations using the Joung and Cheatham [388] and the Madrid-2019 [428] force fields at $T = 298.15$ K and $P = 1$ bar. For water, the TIP4P/2005 [295] force field is used. The numbers in the brackets indicate the uncertainty (one standard deviation) in the last digit. The reported values are used for Chapter 7.

<table>
<thead>
<tr>
<th>$M$ / [mol L$^{-1}$]</th>
<th>$\eta_{\text{Joung and Cheatham}}$ / [mPa s]</th>
<th>$\eta_{\text{Madrid-2019}}$ / [mPa s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.90(4)</td>
<td>0.90(4)</td>
</tr>
<tr>
<td>0.2</td>
<td>0.95(5)</td>
<td>0.95(3)</td>
</tr>
<tr>
<td>0.4</td>
<td>0.94(7)</td>
<td>0.95(6)</td>
</tr>
<tr>
<td>0.6</td>
<td>0.98(7)</td>
<td>0.98(3)</td>
</tr>
<tr>
<td>0.8</td>
<td>1.10(7)</td>
<td>1.02(1)</td>
</tr>
<tr>
<td>1.0</td>
<td>1.16(7)</td>
<td>1.06(3)</td>
</tr>
</tbody>
</table>

Figure A.3: Computed self-diffusion coefficients of $\alpha$-CD as a function of the inverse of the simulation box length at $T = 298.15$ K and $P = 1$ bar. The symbols in red and blue colors indicate the calculated self-diffusion coefficients without and with using the YH correction [436], respectively. The self diffusion coefficients are calculated using the TIP4P2005 [295] water force field. The error bars are smaller than the symbol sizes.
Figure A.4: Computed self-diffusion coefficients of γ-CD as a function of the inverse of the simulation box length at $T = 298.15$ K and $P = 1$ bar. The symbols in red and blue colors indicate the calculated self-diffusion coefficients without and with using the YH correction [436], respectively. The self diffusion coefficients are calculated using the TIP4P2005 [295] water force field. The error bars are smaller than the symbol sizes.
Figure A.5: The average number of intramolecular hydrogen bonds in the (a) α-, (b) β-, and (c) γ-CDs in water as a function of temperature at $P = 1$ bar. The symbols in blue, orange, green, and red colors indicate the average number of hydrogen bonds using the TIP3P [294], Bind3P [367], SPCE [315], and TIP4P2005 [295] force fields, respectively. The error bars are smaller than the symbol sizes.
Figure A.6: The average number of water molecules inside the cavity of the (a) $\alpha$-, (b) $\beta$-, and (c) $\gamma$-CDs as a function of temperature at $P = 1$ bar. A water molecule is considered to be inside the cavity of the $\alpha$-, $\beta$-, and $\gamma$-CD, if the distance between the center of mass of the cyclodextrin and the oxygen of the water molecule is smaller than 0.34, 0.4 and 0.46 nm, respectively. The symbols in blue, orange, green, and red colors indicate the average number of water molecules using the TIP3P [294], Bind3P [367], SPCE [315], and TIP4P2005 [295] force fields, respectively. The error bars are smaller than the symbol sizes.
Figure A.7: The diameter of the large rim of (a) $\alpha$-, (b) $\beta$-, and (c) $\gamma$-CDs as a function of temperature at $P = 1$ bar. The large diameter is defined as the distance between the geometrically opposite C6 atoms of CDs. A schematic representation of the cyclodextrin is shown in Figure 6.1 where the large rim is indicated by the secondary hydroxyls. The symbols in blue, orange, green, and red colors indicate the average diameter using the TIP3P [294], Bind3P [367], SPCE [315], and TIP4P2005 [295] force fields, respectively. The error bars are smaller than the symbol sizes.
Figure A.8: The diameter of the small rim of (a) α-, (b) β-, and (c) γ-CDs as a function of temperature at $P = 1$ bar. The small diameter is defined as the distance between the geometrically opposite C2 atoms of CDs. A schematic representation of the cyclodextrin is shown in Figure 6.1 where the large rim is indicated by the primary hydroxyls. The symbols in blue, orange, green, and red colors indicate the average diameter using the TIP3P [294], Bind3P [367], SPCE [315], and TIP4P2005 [295] force fields, respectively. The error bars are smaller than the symbol sizes.
Figure A.9: Radial distribution functions for the distance between the center of mass of the β-CD and the oxygen atom of the water molecules at $T = 298.15$ K and $P = 1$ bar. The black, red and blue colors indicate the systems with a free β-CD, with an ibuprofen:β-CD inclusion complex in orientation 1 (see Figure 6.1), and with an ibuprofen:β-CD inclusion complex in orientation 2 (see Figure 6.1), respectively. For water, the TIP4P/2005 [295] water force field is used.
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In this thesis, molecular simulations of porous materials are performed, ranging from testing theories using simple models to predicting thermodynamic properties of realistic complex systems. Porous materials such as zeolites, MOFs, and cyclodextrins (CDs) are studied for waste water treatment and energy related applications. The purpose of the presented studies is twofold: (1) identify the best performing materials for a specific application from a large pool of structures, (2) obtain molecular insight into the molecular level phenomena involved in a specific application. These studies aim to provide guidance for experimentalist in finding new, better performing materials, and a more detailed understanding of the involved phenomena. In Chapter 1, the importance of porous materials and the role of molecular simulations in the discovery of new types of porous materials are discussed. In Chapter 2, a theoretical concept based on Hill’s thermodynamics [164] for calculating the pressure of nanoconfined fluids is presented. In this approach, two different pressures are defined to take into account the smallness of the system: the so-called differential and the integral pressures. The effect of several factors contributing to the confinement of fluids in nanopores are investigated: the pore geometry, fluid-wall interactions, and the differential pressure of the bulk fluid phase. It is shown that the differential and integral pressures are different for small pores and become equal for very large pores. Since the pressure inside the pores influences the transport properties of the fluid, a related quantity, the ratio of driving force for mass transport, $\frac{d\langle \hat{p} \rangle}{dP}$, is also investigated. The term $\frac{d\langle \hat{p} \rangle}{dP}$ is the ratio of the pressure gradient for mass transport in the bulk phase, $\frac{dP}{dL}$, and in the confined space, $\frac{d\langle \hat{p} \rangle}{dL}$, which is referred to as the ratio of driving forces for mass transport in this thesis. It is found that for small pore sizes (i.e. pore size $< 5\sigma_{\text{fluid}}$) the ratio of the two driving forces considerably deviates from 1. Our findings as well as the findings of Galteland et al. [147], and Rauter et al. [174] imply that the integral pressure should be incorporated in the computation of thermodynamic properties of fluids in nanopores. In Chapter 3, a computational screening of 2930 experimentally synthesized Metal-Organic Frameworks (MOFs) is carried out to find the best performing structures for adsorption driven cooling (AC) applications with methanol and ethanol as working fluids. The most promising MOFs are selected based on the working capacity of the structures and the location of the adsorption step (if present), which can be related to the applicable operational conditions in AC. Due to the possibility of reversible pore condensation (first-order phase transition), the mid-density scheme [212] is used to efficiently and accurately determine the location of the adsorption step. At the end of
the screening procedure, from the original 2930 structures, six MOFs with high deliverable working capacities (~0.6 ml working fluid per 1 ml structure) and diverse adsorption step locations are selected for both adsorbates. Since the highest experimentally measured deliverable working capacity to date for MOFs with methanol is ca. 0.45 ml ml\(^{-1}\), the selected six structures show the potential to improve the efficiency of ACs. In Chapter 4, a computational screening study using MC simulations is carried out to identify potential zeolite frameworks for the drying of high-pressure H\(_2\) gas. We show that the Si/Al ratio and adsorption selectivity have a negative correlation. 218 zeolites available in the database of the International Zeolite Association are considered in the screening. We computed adsorption selectivities for water of each zeolite from high pressure H\(_2\) gas (\(P = 300-900\) bar) with a water content close to saturation. It is shown that due to the formation of water clusters, the water content in high-pressure H\(_2\) gas has a significant effect on the selectivity of zeolites with helium void fractions larger than 0.1. At each operating condition, the 5 most promising zeolites are identified based on the adsorption selectivity, the pore limiting diameter, and the volume of H\(_2\) gas that can be dried by 1 dm\(^3\) of zeolite. It is shown that at low water content, structures with helium void fractions smaller than 0.07 are preferred. The structures identified for high water content have helium void fractions larger than 0.26. The proposed zeolites can be used to dry 400 to 8000 times their own volume of H\(_2\) gas depending on the operating conditions. Our findings strongly indicate that zeolites are potential candidates for the drying of high-pressure H\(_2\) gas. In Chapter 5, MC simulations are performed to understand the adsorption mechanism of 2,4,6-trichlorophenol (TCP) on high-silica zeolites causing the experimentally observed S-shaped adsorption isotherm. It is found that the \(\pi - \pi\) interactions between TCP molecules give rise to the adsorption of multiple TCP molecules per alpha cage of FAU-type zeolite, and thus causing an S-shaped adsorption isotherm. As the Al content of the zeolite increases, the steep increase in the amount of adsorbed TCP molecules (S-shape) becomes less pronounced since the preferential adsorption of water hinders the adsorption of TCP. In Chapters 6 and 7, the inclusion complex formation of organic micropollutants (OMPs) with \(\beta\)-cyclodextrin (CD) and the diffusivity of \(\alpha\)-, \(\beta\)-, \(\gamma\)-CD, and the \(\beta\)-CD:ibuprofen inclusion complexes are investigated. In this thesis, CDs are studied since these are the main building blocks of recently reported CD-based polymers which show promising characteristics for waste water treatment applications. As a first step towards the modeling of CD based polymers, the thermodynamic and transport properties of CDs and their inclusion complexes are studied. In Chapter 6, the inclusion complex formation of OMPs with \(\beta\)-CD in an aqueous solution is investigated by using the well-established Attach-Pull-Release method [386] in force field based Molecular Dynamics simulations. A representative set of OMPs is selected based on
the measured occurrences in surface and ground waters and the directives published by the European Union. To characterize the formation of inclusion complex, the binding free energies, enthalpies and entropies are computed and compared to experimental values. It is shown that computations using the q4md-CD/GAFF/Bind3P force field combination yield binding free energies that are in reasonable agreement with the experimental results for all OMPs studied. Inclusion complexation is suggested to be one of the main mechanisms via which β-CD-based polymers capture OMPs. Our findings can be used for the design and optimization of these materials. In Chapter 7, a comprehensive simulation study on the diffusion of the native α-, β- and γ-CDs in aqueous solutions is carried out using Molecular Dynamics simulations. The effect of the system size on the computed self-diffusivities is investigated and it is found that the required finite-size correction can be as much as 75% of its final value. The effect of the water force field is examined and it is shown that the q4md-CD/TIP4P/2005 force field combination predicts the experimentally measured self-diffusion coefficients of CDs very accurately. The self-diffusion coefficients of the three native CDs were also computed for aqueous-NaCl solutions using the Joung and Cheatham (JC) and the Madrid-2019 force fields. It is found that Na⁺ ions have higher affinity towards the CDs when the JC force field is used and for this reason the predicted diffusivity of CDs is lower compared to simulations using the Madrid-2019 force field. The diffusion of the β-CD:ibuprofen inclusion complex in water is studied, as a model system for drug delivery and wastewater treatment applications. It is shown that the inclusion complex and the free β-CD have almost equal self-diffusion coefficients which is in excellent agreement with the experimental findings. Our analysis revealed that this is most likely caused by the almost full inclusion of ibuprofen in the cavity of β-CD.
SAMENVATTING

In dit proefschrift worden moleculaire simulaties van poreuze materialen beschreven, variërend van het testen van theorieën met behulp van eenvoudige modellen tot het voorspellen van thermodynamische eigenschappen van realistische complexe systemen. Poreuze materialen zoals zeolieten, Metal Organic Frameworks (MOFs) en cyclodextrines (CDs) werden bestudeerd voor afvalwaterbehandeling en energiegerelateerde toepassingen. Het doel van het onderzoek in dit proefschrift is tweeledig: (1) identificeer de best presterende materialen voor een specifieke toepassing uit een grote groep van structuren, (2) inzicht verkrijgen in de verschijnselen op moleculair niveau die van belang zijn voor een specifieke toepassing. Dit onderzoek heeft tot doel om suggesties voor experimentatoren aan te reiken bij het vinden van nieuwe, beter presterende materialen, en het verkrijgen van een gedetailleerd begrip van de betrokken verschijnselen. In hoofdstuk 1 wordt het belang van poreuze materialen en de rol van moleculaire simulaties bij de ontdekking van nieuwe poreuze materialen besproken. In hoofdstuk 2 wordt een theoretisch concept gebaseerd op Hill’s thermodynamica [164] voor het berekenen van de druk van nano-confined vloeistoffen gepresenteerd. Om rekening mee te houden de kleinheid van het systeem worden er twee drukken gedefinieerd: de zogenaamde differentiële en de integrale druk. Het effect van verschillende factoren die bijdragen aan de confinement van vloeistoffen in nanoporiën zijn onderzocht: de poriegeometrie, vloeistof-wandinteracties en het drukverschil met de bulkvloeistoffase. Er wordt aangetoond dat de differentiële en integrale druk verschillend zijn voor kleine poriën en gelijk zijn voor zeer grote poriën. Omdat de druk binnen in poriën de transporteigenschappen van de vloeistof beïnvloedt, onderzoeken we een gerelateerde hoeveelheid, namelijk de verhouding van de drijvende krachten voor massatransport, \( \frac{d(\rho)}{dP} \). De term \( \frac{d(\rho)}{dP} \) is de verhouding van de drukgradiënt voor massatransport in de bulkfase \( \frac{dP}{dL} \) en in confinement \( \frac{d(\rho)}{dL} \), en daarom noemen we deze term de verhouding van drijvende krachten voor massatransport. Het blijkt dat voor kleine poriegroottes (d.w.z. poriegrootte < 5 maal de molecullegrootte) de verhouding van de twee drijvende krachten aanzienlijk afwijkt van 1. Onze bevindingen impliceren dat de integrale druk moet worden gebruikt voor de berekening van thermodynamische eigenschappen van vloeistoffen in nanoporiën. Dit is in overeenstemming met onderzoek van Galteland et al. [147] en Rauter et al. [174]. In hoofdstuk 3 wordt met computersimulaties een screening van 2 930 experimenteel gesynthetiseerde MOFs uitgevoerd om de best presterende structuren te vinden voor adsorptie-gedreven koeling met methanol en ethanol als werkvloeistoffen. De meest
veelbelovende MOFs worden geselecteerd op basis van de werkcapaciteit en de locatie van de adsorptiestap (indien aanwezig). Deze grootheden kunnen gerelateerd worden aan de operationele omstandigheden in adsorptie gedreven koeling. Vanwege de mogelijkheid van reversibele poriecondensatie (eerste-orde faseovergang), wordt het zogenaamde mid-density-schema [212] gebruikt om de locatie van de adsorptiestap efficiënt en nauwkeurig te bepalen. Uit de oorspronkelijke 2 930 structuren zijn uiteindelijk zes MOFs met hoge werkcapaciteiten (ca. 0.6 ml werkvloeistof per 1 ml-structuur) en diverse adsorptiestaplocaties geselecteerd, voor zowel methanol als ethanol als werkvloeistof. Aangezien de hoogste experimenteel gemeten werkcapaciteit tot nu toe voor MOFs met methanol ca. 0.45 ml ml⁻¹ is, is het duidelijk dat de geselecteerde zes structuren het potentieel hebben om de efficiëntie van adsorptie-gedreven koeling te verbeteren. In hoofdstuk 4 wordt met behulp van Monte Carlo simulaties een screeningstudie uitgevoerd om potentiële zeoliëten voor het drogen van waterstof gas onder hoge druk te ontdekken. We laten zien dat de Si/Al-verhouding van het framework en adsorptieselectiviteit een negatieve correlatie hebben. De 218 zeoliëten die beschikbaar zijn in de IZA database worden in de screening meegenomen. Voor elk zeoliet hebben we de adsorptieselectiviteit berekend voor water uit waterstof gas onder hoge druk (P = 300-900 bar), voor een watergehalte dat dicht bij de verzadigingswaarde ligt. We hebben aangetoond dat door de vorming van waterclusters in zeoliëten het watergehalte in waterstof gas bij hoge druk een significant effect heeft op de adsorptieselectiviteit voor zeoliëten met helium void fractions groter dan 0.1. Bij elke bedrijfsconditie worden de 5 meest veelbelovende zeoliëten geïdentificeerd op basis van de adsorptieselectiviteit, de poriebeperkende diameter en het volume waterstofgas dat kan worden gedroogd met 1 dm³ zeoliet. We hebben aangetoond dat bij een laag watergehalte, structuren met helium void fractions kleiner dan 0.07 de voorkeur genieten boven andere zeoliëten. De structuren die zijn geïdentificeerd voor een hoog watergehalte hebben helium void fractions die groter zijn dan 0.26. De voorgestelde zeoliëten kunnen worden gebruikt om 400 tot 8 000 keer hun eigen volume aan waterstofgas te drogen, afhankelijk van de bedrijfssomstandigheden. Onze bevindingen laten duidelijk zien dat zeoliëten potentiële kandidaten zijn voor het drogen van waterstofgas onder hoge druk. In hoofdstuk 5 worden Monte Carlo simulaties uitgevoerd om het adsorptiemechanisme van 2,4,6-trichloorfenol (TCP) in zeoliëten met een hoge Si/Al verhouding te begrijpen. We zijn met name geïnteresseerd in het verklaren van de experimenteel waargenomen S-vormige adsorptie isothermen. Het blijkt dat de zogenaamde π-π interacties tussen TCP-moleculen aanleiding geven tot de adsorptie van meerdere TCP-moleculen per alfa-kooi van zeoliet FAU, hetgeen een S-vormige adsorptie-isotherm veroorzaakt. Naarmate het Al-gehalte van het zeoliet toeneemt, wordt de toename van de hoeveelheid geadsorbeerde TCP-
moleculen (S-vorm) minder sterk, aangezien de preferentiële adsorptie van water de adsorptie van TCP belemmert. In hoofdstukken 6 en 7 worden complexen gevormd door organische microverontreinigingen (OMPs) en β-cyclodextrines (β-CDs) onderzocht, alsmede de diffusie van α-, β-, γ-CD en β-CD:ibuprofen inclusie complexen. Deze CDs worden hier bestudeerd omdat dit de belangrijkste bouwstenen zijn van recent gerapporteerde op CDs gebaseerde polymeren. Deze polymeren vertonen veelbelovende eigenschappen voor afvalwaterbehandelingstoepassingen. De thermodynamische en transporteigenschappen van CDs en hun inclusiecomplexen worden in dit proefschrift bestudeerd als eerste stap op weg naar de modellering van op CD gebaseerde polymeren. In hoofdstuk 6 wordt de inclusiecomplexvorming van OMPs met β-CD in een waterige oplossing onderzocht met behulp van de bekende Attach-Pull-Release-methode [386]. Hiervoor gebruiken we Moleculaire Dynamica simulaties met een klassiek krachtenveld. Een representatieve set OMPs werd geselecteerd op basis van metingen aan oppervlakte- en grondwater en de door de Europese Unie gepubliceerde richtlijnen. Om de vorming van een inclusiecomplex te karakteriseren worden verschillen in vrije energie, enthalpie en entropie berekend en vergeleken met experimentele waarden. Berekeningen met behulp van de q4md-CD/GAFF/Bind3P-krachtveldcombinatie leveren verschillen in vrije energie op die redelijk in overeenstemming zijn met experimentele resultaten voor alle onderzochte OMPs. In de lettertuur wordt gesuggereerd dat inclusiecomplexatie een van de belangrijkste mechanismen is waarmee op β-CDs gebaseerde polymeren OMPs vangen. Onze bevindingen kunnen worden gebruikt voor het ontwerp en de optimalisatie van deze materialen. In hoofdstuk 7 wordt een uitgebreide studie uitgevoerd naar de diffusie van α-, β- en γ-CDs in waterige oplossingen met behulp van Moleculaire Dynamica simulaties. Het effect van de systeengrootte op de berekende zelf-diffusiecoëfficiënten is onderzocht. Het blijkt dat de vereiste finite-size correcties tot ca. 75% van de uiteindelijke waarde van de diffusiecoëfficiënt kan zijn. Het effect van het waterkrachtveld wordt onderzocht en er wordt aangetoond dat de q4md-CD/TIP4P/2005 krachtveldcombinatie de experimenteel gemeten zelfdiffusiecoëfficiënten van CDs zeer nauwkeurig voorspelt. De zelf-diffusiecoëfficiënten van de drie CDs werden ook berekend voor waterige NaCl-oplossingen met behulp van de Joung en Cheatham (JC) en de Madrid-2019 krachtvelden. Er is gevonden dat Na+-ionen een hogere affiniteit hebben voor de CDs wanneer het JC-krachtveld wordt gebruikt. Om deze reden is de voorspelde diffusiecoëfficiënt van CDs lager in vergelijking met simulaties met het Madrid-2019-krachtveld. Tevens werd de diffusie van het β-CD:ibuprofen inclusiecomplex in water bestudeerd. We beschouwen dit als een modelsysteem voor toepassing voor medicijnafgifte en afvalwaterbehandeling. We laten zien dat het inclusiecomplex en het vrije (niet-gebonden) β-CD bijna gelijke zelf-diffusiecoëfficiënten hebben, hetgeen
in overeenstemming is met experimenten. Uit onze analyse bleek dat dit hoogstwaarschijnlijk wordt veroorzaakt door de bijna volledige opname van ibuprofen in de holte van β-CD.
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